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Summary: Large-scale static wireless sensor networks (WSNs) are severely constraint in terms of energy re-
sources and computation power while expected to provide their services for many years, guaranteeing a certain
degree of requirement-based security. We propose a variation-based partitioning scheme for security mean distribu-
tions in favour of requirement-based cooperative security schemes for WSNs. We discuss advantages, applications
and evaluate their computability and result quality on varying network sizes.
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Introduction

WSNs face inherent constraints such as limited
energy supply and computing power, necessitat-
ing a delicate balance between network security
and resource utilization. This becomes partic-
ularly critical in scenarios involving large-scale
static WSNs with a limited number of base sta-
tions (BSs), where the security of data is piv-
otal for an informed decision process. Addition-
ally, such networks are required to handle po-
tential threats in between nodes without con-
sulting a BS to ensure a timely reaction. To
address these challenges, we propose a parti-
tioning scheme that determines the distribution
of security means by minimising the variance
of the number of security mean types in each
node’s neighbourhood. Our scheme prioritises
proximity in the allocation of security resources,
enabling a security-as-a-service (SecAAS) ap-
proach akin to a neighbourhood watch, foster-
ing mutual protection among nodes. SecAAS as
used in this publication incorporates multiple co-
operative and collaborative interrelations of se-
curity means in between nodes of a WSN. An op-
timal distribution of cooperative security means
reduces the communication costs and allows
adaptive load balancing (LB). The uniform distri-
bution of security means ensures the availability
of multiple occurrences of each type in proximity
of every node, allowing for dynamic associations
and capacity utilisations. For instance, this can
involve dynamically adjusting service frequency
or the number of nodes involved in cooperation
as needed. Therefore, the proposed partitioning
scheme limits the degrees of freedom by offering
a general purpose solution for the distributing co-
operating security means within WSNs.

To achieve this, we propose a partitioning
scheme determining the minimal sum of vari-
ances of the number of security mean types in
each node’s h-hop neighbourhood for a given

WSN topology. A partitioning divides the net-
work into a fix number of sets, each represent-
ing a security mean type. The h-hop neighbour-
hood of a node v in a graph is defined as the set
of nodes reachable from v traversing at most h
edges. The partitioning scheme is computed us-
ing mixed integer quadratic programming (MIQP)
and approximated using mixed integer linear pro-
gramming (MILP). The MIQP minimises the sum
of all variances resulting from each node’s h-
hop neighbourhood. The MILP approximates
the variance by minimising the sum of the differ-
ences of the largest and smallest number of oc-
currences of security mean types in each node’s
h-hop neighbourhood. Determining the parti-
tions using MIQP and MILP represents NP-hard
problems. All graphs considered throughout this
publication are undirected.

Related Works

Several established ensemble security frame-
works [1, 2, 3] integrate varied security means to
address specific use-cases and security needs
tailored for specially designed WSNs. Ensemble
refers to the integration of multiple different se-
curity means, extending beyond the scope and
limitations of multi-layer concepts, for example.
They offer effective and thorough security so-
lutions considering the constraints imposed by
WSNs. However, their specialisation severely re-
stricts the area of application and therefore limits
those security solutions to a few specific situa-
tions. This implicates that there is significantly
limited potential for reusing or adapting the solu-
tion for varying problems and application areas.

Attempts to establish DSEs to determine
requirement-based security configurations for
WSNs [4, 5] and different cyber-physical systems
in general [6, 7, 8, 9] address the shortcomings
of specialised frameworks. Yet, existing solu-
tions often neglect the consideration of complex
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ensemble security solutions with in-network in-
teractions and complex communication patterns.
Primarily to ensure that the resulting optimisa-
tion problems are manageable and to address
the complexity involved in modelling the design
space and associating its elements with required
metrics [10]. There have been advancements in
handling similarly complex DSEs [8, 9]. While
a tailored security framework caters to spe-
cific needs with defined properties and network
structures, allowing customised security mean
distributions, a configuration designed to meet
diverse requirements through automatic selec-
tion and blending of security means necessi-
tates favourable security distribution/partitioning
schemes. This predetermined setup reduces the
complexity and increases the computability of re-
sulting DSEs by restricting the number of vari-
ables (degrees of freedom) within the resulting
exploration of the design space. In [11], we pro-
pose a partitioning scheme based on domatic
partitions. It attempts to partition a graph in n
disjoint sets so that there is a minimal number of
empty intersections for all nodes in a graph with
respect to the set of each node’s neighbours and
the sets of the partition. The partitioning scheme
provides good solutions for situations, where the
considered number of neighbours, resulting from
the average node degree and chosen h-hop dis-
tance |N [v]\{v}|, is lower or equal to the parti-
tion size n with | · | the set cardinality. In deviating
cases, the remaining nodes will not contribute to
the objective value and therefore are assigned
randomly to any set of the partition. For those
cases, we propose our variance- and spread-
based partitioning schemes.

Partitioning Schemes and MIQP/MILP

Partitioning a graph representing a WSN into
n sets by minimising the variance of the num-
ber of members within each node’s neighbour-
hood ensures a balanced distribution of cooper-
ating security means and therefore short path-
ways for in-network interactions, which in turn
promotes better coordination among nodes. In
a security framework tailored for specific security
needs, characterised by precisely defined prop-
erties and a known network structure, the se-
curity mean distributions can be customised ac-
cordingly. However, in a configuration geared to-
wards meeting diverse requirements by automat-
ically selecting security means from a pool and
blending them together based on given require-
ments, a predefined generally favourable secu-
rity distribution becomes essential. This prede-
fined distribution acts as a constraint, limiting the
degrees of freedom in the resulting DSE.

The h-hop neighbourhood of a node v ∈ V in
a graph G(V,E) is defined as the set of nodes
reachable from v traversing at most h edges. In
Equation (1), x(v, i) are binary variables describ-
ing whether the node v is a member of set i
(x(v, i) = 1) of a partition. The MIQP minimises
the sum of the variance of n security mean types

distributed in the inclusive neighbourhood N [v]
of each node v ∈ V to determine a partition of
size n:

min
∑

v∈V

∑n
i=1

(
|N [v]|

n −
∑

w∈N [v] x(w, i)
)2

s.t. ∀v ∈ V :
∑n

i=1 x(v, i) = k

∀v ∈ V, ∀i ∈ [1, n] : x(v, i) ∈ {0, 1}
(1)

The h-hop inclusive neighbourhood of a node v
refers to nodes reachable from v while traversing
at most h edges, including v itself. The equality
constraint ensures that each node is associated
with precisely k ∈ N>1 security means. In our
evaluation, we consider solely the case of k = 1
implying one security mean per node.

The MILP minimises the sum of the spread of
n security mean types distributed on the inclu-
sive neighbourhood N [v] of each node v ∈ V to
determine a partition of size n:

min
∑

v∈V (yh(v)− yl(v))

s.t. ∀v ∈ V :
∑n

i=1 x(v, i) = k

∀v ∈ V, ∀i ∈ [1, n] : yl(v) ≤
∑

w∈N [v] x(w, i)

∀v ∈ V, ∀i ∈ [1, n] : yh(v) ≥
∑

w∈N [v] x(w, i)

∀v ∈ V, ∀i ∈ [1, n] : x(v, i) ∈ {0, 1},
yl(v), yh(v) ∈ N0

(2)
In every node’s neighbourhood N [v], yl(v) in-
dicates the minimum occurrences of a specific
security mean type, while yh(v) indicates the
maximum number of occurrences. Each node’s
spread is the difference between its respective
yh(v) and yl(v). Therefore, we minimise the sum
of each node’s spread.

Evaluation
To evaluate the computability of proposed parti-
tioning schemes, we rely on our λ-precision UDG
generator [11], creating graphs with average de-
grees of 4, 5 and 6 and node numbers of 20 to
300 in steps of 20 as specified in [11, Table 1].
For each of those parameter combinations, we
generate 20 graphs. We evaluate the proposed
partitioning schemes using Python, Pyomo and
Gurobi by computing partitions of size 4 and 5
implementing the MIQP (1) and MILP (2). For
the evaluation, we set the parameter k = 1 ac-
cordingly, constraining the partitioning schemes
to one security mean per sensor node. Fur-
ther, we set h = 1 for the hop-distance of each
node’s neighbourhood. For every partitioning,
we present the outcome attained after a compu-
tation duration of 1200 seconds. After 1200 sec-
onds, the computation stops, even if optimality
has not been achieved.

For the comparison, we take for each graph
G(V,E) the mean of the variance of each node’s
neighbourhood N [v] according to each node’s
association to a set of the partition σ2(G) =
1

|V |
∑

v∈V σ2({I ∩N [v] | ∀I ∈ P}) with P the par-
tition of V containing n disjoint sets. Next,
we compute the mean of these variances for
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each graph created with the same parameter set
σ2(G). Our results confirm our prior assump-
tion that the partitioning schemes from (1) and
(2) significantly increase the uniformity of the se-
curity mean distribution for cases in which the
partition size is smaller than the average node
degree compared to optimal n-soft domatic parti-
tions [11]. Optimality within the given time frame
was less likely achieved for larger |N [v]| −n > 0.
As example, take graphs with average node de-
gree of 4, 1-hop neighbourhood and n = 4, of
which all MIQPs from (1) have been computable
to optimality for up to 180 nodes and for higher
node numbers at least some graphs per sam-
ple set reached optimality. While for graphs
with |N [v]\{v}| = 4, 1-hop neighbourhood and
n = 3, the optimality within the given time frame
for the MIQPs from (1) was only achievable for
all graphs per sample set of up to 60 nodes
and for some graphs per sample set of up to
120 nodes. The pattern is consistent through-
out all measurements. Further, while the mean
of variance σ2(G) for smaller |N [v]| − n > 0 only
slightly improves compared to the optimal n-soft
domatic partitions, it significantly improves with
the increasing difference |N [v]| − n > 0 even
for non-optimal results. Estimating the variance
partitioning concept (1) through the calculation
of the spread (2) has demonstrated the same
result quality as the variance for optimal results
and only minimal inferior result quality for non-
optimal results. The spread partitioning method
achieves optimality in almost all cases compared
to (1), it is surpassed by the optimal n-soft do-
matic partitioning scheme [11], which attains op-
timality across all tested scenarios. The σ2(G) is
significantly worse for all solutions of the optimal
n-soft domatic partition.

Conclusion and Applications
In this publication, we proposed two partition-
ing schemes allowing for generically applica-
ble graph partitionings in favour of requirement-
based security configurations combining arbi-
trary security means on WSNs. We have shown
the computability and advantages of the pro-
posed partitioning schemes over prior proposed
optimal n-soft domatic partitions. Further, we
have been able to illustrate the result quality
of the proposed MIQP even in cases of non-
optimality. The performance of the MILP approx-
imating the variance using the spread (2) has
proven to provide almost the same result quality
as the variance with a significantly better com-
putation time to optimality, which is reached in
almost all test cases. While the optimal n-soft
domatic partitioning [11] is still faster to compute,
it does not compare with the variance per node
results expressed by σ2(G).

There are a multitude of applications for the
proposed partitioning scheme for large-scale
static WSNs. Advantages of a partitioning for
WSNs allowing a uniform distribution of secu-

rity means are that the communication overhead
of in-network interaction is reduced, the avail-
ability of multiple security means in local prox-
imity of each node allows the efficient imple-
mentation of LB strategies, ensemble intrusion
detection concepts, the application of secure
comparative analysis strategies and secure ag-
gregation strategies as well as combinations of
those. It lowers communication overhead dur-
ing in-network interactions, ensures the availabil-
ity of multiple security means of the same type
to handle failure-related topology changes, facil-
itating efficient implementation of LB strategies
and ensemble-based intrusion detection con-
cepts. Additionally, it supports the application
of secure comparative analysis and secure ag-
gregation strategies if sets of nodes of a parti-
tion implement encryption, message authentica-
tion codes, watermarking or information hiding
strategies. These terms emphasise the secure
assessment or evaluation of data integrity and
authenticity between protected and unprotected
sources within the network.

Ensemble security frameworks tailored to pre-
defined WSNs with predetermined characteris-
tics and specific security needs, including fixed
sizes, known topologies, and well-defined par-
titioning, may yield superior outcomes in those
particular scenarios. In contrast, our partition-
ing approach offers flexible solutions that can
be configured to accommodate a wide range of
use cases and diverse requirements. Moreover,
it streamlines complex DSEs necessary for an
automated requirement-based security configu-
ration integrating collaborating security means.

Further concepts to consider and evaluate
are combinations of optimal n-soft domatic par-
titions and variance/spread-based partitioning
schemes. By integrating their objectives in a sin-
gle optimisation problem, depending on its com-
putability, we expect to attain synergistic advan-
tages.
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