

View

Online


Export
Citation

RESEARCH ARTICLE |  APRIL 07 2025

AI-driven model for optimized pulse programming of
memristive devices 
Special Collection: Neuromorphic Technologies for Novel Hardware AI

Benjamin Spetzler   ; Markus Fritscher  ; Seongae Park  ; Nayoun Kim  ; Christian Wenger  ;
Martin Ziegler 

APL Mach. Learn. 3, 026103 (2025)
https://doi.org/10.1063/5.0251113

Articles You May Be Interested In

Laser-induced shock inside a cylindrical water column

Physics of Fluids (January 2024)

 10 April 2025 05:57:36

https://pubs.aip.org/aip/aml/article/3/2/026103/3342542/AI-driven-model-for-optimized-pulse-programming-of
https://pubs.aip.org/aip/aml/article/3/2/026103/3342542/AI-driven-model-for-optimized-pulse-programming-of?pdfCoverIconEvent=cite
https://pubs.aip.org/aml/collection/357813/Neuromorphic-Technologies-for-Novel-Hardware-AI
javascript:;
https://orcid.org/0000-0003-4255-5947
javascript:;
https://orcid.org/0000-0003-2754-7287
javascript:;
https://orcid.org/0000-0002-0116-5187
javascript:;
https://orcid.org/0009-0002-3535-2279
javascript:;
https://orcid.org/0000-0003-3698-2635
javascript:;
https://orcid.org/0000-0002-6891-5747
https://crossmark.crossref.org/dialog/?doi=10.1063/5.0251113&domain=pdf&date_stamp=2025-04-07
https://doi.org/10.1063/5.0251113
https://pubs.aip.org/aip/pof/article/36/1/016147/3177558/Laser-induced-shock-inside-a-cylindrical-water
https://e-11492.adzerk.net/r?e=eyJ2IjoiMS4xMiIsImF2IjozMzYxNTcyLCJhdCI6MTA0NTAsImJ0IjowLCJjbSI6NDE2NzY3NzcxLCJjaCI6NjExNDcsImNrIjp7fSwiY3IiOjQ3NjAxNDE2NSwiZGkiOiI5ZTA4ZTQ3NGI4MDc0MDM4ODkzMzI1ZTEzM2QyMGQxNCIsImRqIjowLCJpaSI6Ijk4NWQ2ZTY5Y2ZhYzRiMDY5MGU0ODg2MWYxM2QzZDhkIiwiZG0iOjMsImZjIjo2NTA4NjczNzYsImZsIjo2MTkxODExMTMsImlwIjoiMjAuODEuMzQuMTc3IiwibnciOjExNDkyLCJwYyI6MCwib3AiOjAsIm1wIjowLCJlYyI6MCwiZ20iOjAsImVwIjpudWxsLCJwciI6MjQwMDM3LCJydCI6MSwicnMiOjUwMCwic2EiOiI5NyIsInNiIjoiaS0wYzcxYzYxZmQ5YzYyNDZlMCIsInNwIjozMTc5NTM2LCJzdCI6MTI4ODE2NSwidWsiOiJ1ZTEtOGE3ZmFjMTA5MmEzNDliZDkzYzNiODlhNTZkMzYxMjkiLCJ6biI6MzA3MzcwLCJ0cyI6MTc0NDI2NDY1NjMwOSwiZ2MiOnRydWUsImdDIjp0cnVlLCJncyI6Im5vbmUiLCJ0eiI6IkFtZXJpY2EvTmV3X1lvcmsiLCJ1ciI6Imh0dHBzOi8vcHVibGlzaGluZy5haXAub3JnL3B1YmxpY2F0aW9ucy9qb3VybmFscy9zcGVjaWFsLXRvcGljcy8_dXRtX3NvdXJjZT1wZGYtZG93bmxvYWRzJnV0bV9tZWRpdW09YmFubmVyJnV0bV9jYW1wYWlnbj1IQV9TVCtPcGVuK2ZvcitTdWJzK0dlbmVyaWNfUERGXzIwMjQifQ&s=K8xV9CneNMoYtVENx9kwTqYid9Q


APL Machine Learning ARTICLE pubs.aip.org/aip/aml

AI-driven model for optimized pulse
programming of memristive devices

Cite as: APL Mach. Learn. 3, 026103 (2025); doi: 10.1063/5.0251113
Submitted: 29 November 2024 • Accepted: 21 March 2025 •
Published Online: 7 April 2025

Benjamin Spetzler,1,2,a) Markus Fritscher,3,4 Seongae Park,2 Nayoun Kim,2 Christian Wenger,3,4

and Martin Ziegler1,2

AFFILIATIONS
1 Energy Materials and Devices, Department of Materials Science, Faculty of Engineering, Kiel University, Kiel, Germany
2Micro- and Nanoelectronic Systems, Department of Electrical Engineering and Information Technology,
Technische Universität Ilmenau, Ilmenau, Germany

3 IHP-Leibniz Institute for High Performance Microelectronics, Frankfurt (Oder), Germany
4Brandenburg University of Technology Cottbus-Senftenberg, Cottbus, Germany

Note: This paper is part of the APL Machine Learning Special Topic on Neuromorphic Technologies for Novel Hardware AI.
a)Author to whom correspondence should be addressed: besp@tf.uni-kiel.de

ABSTRACT
Next-generation artificial intelligence (AI) hardware based on memristive devices offers a promising approach to reducing the increasingly
large energy consumption of AI applications. However, programming memristive AI hardware to achieve a desired synaptic weight con-
figuration remains challenging because it requires accurate and energy-efficient algorithms for selecting the optimal weight-update pulses.
Here, we present a computationally efficient AI model for predicting the weight update of memristive devices and guiding device pro-
gramming. The synaptic weight-update behavior of bilayer HfO2/TiO2 memristive devices is characterized over a range of pulse parameters
to provide experimental data for the AI model. Three different artificial neural network (ANN) configurations are trained and evaluated
regarding the amount of training data required for accurate predictions and the computational costs. Finally, we apply the model to an
antipulse weight-update process to demonstrate its performance. The results show that accurate and computationally inexpensive predictions
are possible with comparatively few datasets and small ANNs. The normalized weight-update processes are predicted with accuracies com-
parable with larger model architectures but require only 896 floating point operations and 8.33 nJ per inference. This makes the model
a promising candidate for integration into AI-driven device controllers as a precise and energy-efficient solution for memristive device
programming.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0251113

I. INTRODUCTION

With the dawn of artificial intelligence (AI) as one of the
most relevant technologies in the 2020s, the demand for suit-
able hardware that can handle large amounts of data with low
energy and low latencies is rapidly increasing.1–5 Especially for
edge applications, the energy consumption, required memory, and
latency of the increasingly large AI models represent a growing
challenge.6–8

One solution is implementing artificial neural networks
(ANNs) in hardware based on memristive devices, i.e., mem-
ristive AI accelerators.7,9–11 Memristive devices are two-terminal
microelectronic elements that can combine multilevel, nonvolatile,

or (to some extent) volatile memory states with low power
consumption and excellent scalability.12–15 When arranged in cross-
bar arrays, memristive devices can serve as artificial synapses of
the ANN, representing the entries of the synaptic weight matrix
via their electrical resistances.10,11,16,17 During training and infer-
ence, the synaptic weight is updated and read out by applying
voltage pulses using peripheral control circuits.18 With this con-
cept, vector–matrix multiplication (VMM) can be performed in a
single step and in-memory.18,19 Conceptionally, such a single-step
VMM implementation provides low latency and high energy effi-
ciency because it avoids the data shuttling between memory and
processing units, which is the case with conventional von Neumann
architectures.7,11,14,16
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In recent years, remarkable progress has been made in the
technology and application of AI accelerators based on memris-
tive crossbar arrays.18,20–24 Many studies have presented energy-
efficient memristive AI-accelerator hardware, e.g., for perceptron
networks,25 long short-term memory ANNs,26 and reservoir com-
puting.27 State-of-the-art systems with integrated complementary
metal–oxide–semiconductor (CMOS) peripherals demonstrated
applications such as image classification,25,28 speech recognition
with near software equivalent accuracy,29 and more.21,24,30

However, transitioning from proof-of-concept demonstrations
to real-world applications requires solving challenges beyond the
device architecture, from circuit design and integration to algo-
rithm development.18 For example, one of the main bottlenecks for
application is caused by energy-inefficient CMOS peripheral cir-
cuits for accurate network programming.18,31 The programming of
memristive devices is still challenging because it requires sophisti-
cated weight-update strategies and peripheral circuits to precisely
map synaptic weights to the resistive states of the memristive
devices.32–34 It demands the reproducibility of individual devices and
the reliable prediction of their (generally) nonlinear weight update
responses.34–36 Here, accurate and energy-efficient models could
guide the programming circuitry to ensure effective weight updates.

Data-driven models based on machine learning and artifi-
cial neural networks (ANNs) could be an efficient solution by
predicting the resistive states of memristive devices. Such models
have already demonstrated great potential for modeling and ana-
lyzing nonlinear dynamic systems.37–41 Compared to other device
modeling approaches, such as charge transport42–47 and compact
models,48–54 they do not require knowledge of the physical mech-
anisms. In particular, ANNs can effectively interpolate multidimen-
sional datasets based on their generalization capability, i.e., they
are not limited by predefined interpolation schemes or analytical
expressions.55,56 Therefore, data-driven models could be promis-
ing components of AI-enhanced controllers for programming and
prototyping memristive devices,35 as illustrated in Fig. 1.

However, published reports about ANNs for modeling mem-
ristive devices are rare. Physics-informed neural networks (PINNs)
have recently been applied as surrogates to integrate memristive
compact models into Verilog-A circuit simulations.57,58 A differ-
ent approach used convolutional neural networks to improve the
fitting procedure of compact models to the current–voltage curves

FIG. 1. Illustration of the envisioned programming concept for memristive crossbar
arrays. (a) Artificial intelligence (AI)-enhanced array controller comprising a RISC-
V microprocessor enhanced by an AI-coprocessor for predicting the weight update.
The controller is connected to (b) memristive crossbar arrays via an analog/digital
and a digital/analog converter (ADC/DAC) interface for programming and reading
out the memristive devices.

of memristive devices.59 However, these models still rely on the
physics-inspired formulation of compact models and their limi-
tations. Furthermore, a data-driven model was presented for the
current–voltage characteristics of nanofiber memristive devices.60

Data-driven models for predicting the pulse programming of
memristive devices are still missing.

Here, we present a fully data-driven model for the program-
ming of memristive devices, which is also computationally inexpen-
sive. The model is based on a multilayer perceptron ANN, which
predicts the normalized read current value as a function of the pulse
parameters using measured pulse curves for training, testing, and
validation. We analyze the number of training datasets required to
obtain sufficiently accurate predictions for three different ANN sizes
and discuss the networks’ energy consumption and computational
cost. The results demonstrate that accurate and computationally
inexpensive predictions are possible with comparatively few datasets
and small networks. This renders the model a potential candidate as
a component in an AI-enhanced device controller.

II. MEMRISTIVE DEVICES
A. Device structure

A cross section of the devices used in this work is illustrated in
Fig. 2. They are based on a metal–insulator–metal thin-film struc-
ture with an in-plane device area of 25 × 25 μm2. A 50-nm-thick Au
top electrode and a 50-nm-thick TiN bottom electrode sandwich a
sputtered bilayer of HfO2 (2 nm) and TiO2 (30 nm). The functional
layers are encapsulated with sputtered SiO2. For the fabrication, we
use 4-in. SOI wafer technology with reactive magnetron sputter-
ing, as reported in Ref. 61. For all measurements, the TiN rear-side
electrode was grounded.

B. Electrical device characteristics
Current–voltage (I–V) curves were measured by applying a

piecewise linear triangular voltage with a maximum value of 3 V
and a minimum value of −2 V at the top electrode, while the bot-
tom electrode was grounded. A voltage sweep rate of ≈ 3 V/s was
used for V > 0 V and ≈ 2 V/s for V < 0 V.

Representative example curves measured on five different
devices are shown in Fig. 3(a), while Fig. 3(b) presents three consec-
utively measured I–V curves from a single device. The voltage V as

FIG. 2. Illustration of the layer sequence of the memristive thin-film devices used
in this work. The functional HfO2/TiO2 bilayer is sandwiched by a TiN bottom
electrode and an Au layer contacting the top Al electrode. The layer stack is encap-
sulated by sputtered SiO2. The layer thicknesses and functionalities are indicated.
Further details on the devices can be found in Ref. 61.
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FIG. 3. Representative device characteristics of the memristive bilayer devices used here. (a) Example current–voltage curves of five different devices with a sweep rate of
≈ 3 V/s for V > 0 V and ≈ 2 V/s for V < 0 V by applying a piecewise linear voltage function. (b) Results from three consecutive I–V curve measurements on one example
device. (c) Voltage as a function of time applied during the I–V curve measurements. (d) Illustration of the pulse voltage function within a single set pulse period applied
to the devices for characterization including the definitions of the pulse parameters. (e) Example pulse update curve measured over 100 set pulse periods for 13 different
values of the set pulse width tset, and (f) ten different antipulse amplitudes Vanti. (g) Extracted maximum difference ΔIr,max = Ir(N = 100) − Ir(N = 1) of the read current Ir
between its initial value at the pulse period N = 1 and that at the last period N = 100 of the data in (e) as a function of the set voltage width tset, and (h) extracted ΔIr, max

from the data in (f) as a function of the antipulse amplitude Vanti.

a function of time t is depicted in Fig. 3(c). All I–V curves exhibit
consistent qualitative and quantitative behavior, with only minor
variations in their maximum currents, differing by approximately a
factor of two. The curves exhibit a notable hysteresis oriented coun-
terclockwise in the left and right hysteresis branch (see the arrows
from 1 to 4) without discontinuities in the four sections. Such a
behavior was previously interpreted as being caused by the contin-
uous drift of oxygen vacancies in the HfO2 layer and a potential
contribution of trap state dynamics.50,61 However, for the applica-
tion in neuromorphic systems, the devices are usually operated by
applying voltage pulses.

For characterizing the pulse update behavior of the devices,
we define a voltage function V(t), which follows the illustration in
Fig. 3(d) over one set of pulses of the total period length tp. Each
period starts with a rectangular pulse of duration tset and voltage
Vset, followed by an antipulse of the duration tanti with a voltage Vanti
of opposite polarity (i.e., a negative pulse). The antipulse is followed
by a pause time with a duration toff and V = 0 V, a read pulse with
length tr and voltage Vr, and a second pause time equal to the first
one.

Two sets of pulse measurements were performed to demon-
strate the weight update behavior of the devices and the influence
of the pulse parameters [Figs. 3(e) and 3(f)]. Each measurement set
comprises ten pulse measurements with N = 100 successive pulse
periods. For each of the two measurement sets, a different pulse
parameter was varied over the ten pulse measurements, namely, tset
for the first measurement set and Vanti for the second one. The read
pulse parameters Vr = 0.5 V, tr = 0.5 ms, and Vset = 2 V remained
identical for all measurements. An overview of the pulse parameters
is provided in Table I.

The maximum current during the read pulses (i.e., the read
current Ir) is extracted from two different devices and plotted as
a function of the pulse number N in Figs. 3(e) and 3(f). Further-
more, we define the maximum difference in the read current as

indicated in Fig. 3(e) as ΔIr,max = Ir(N = 100) − Ir(N = 1) and plot
it as a function of the varied pulse parameters in Figs. 3(g) and 3(h).

All pulse curves in Figs. 3(e) and 3(f) show a quasi-continuous
update behavior, where Ir continuously increases with N. This
increase occurs mainly within approximately the first 20 periods
before the slope reduces and Ir reaches its maximum value at
N = 100. Within the selected parameter range of the first mea-
surement set [Fig. 3(e)], the qualitative shape of the pulse curves
remains similar for different parameter values, i.e., with increasing
tset, mainly the change in Ir per period increases, which corre-
spondingly increases ΔIr, max approximately linearly, as shown in
Fig. 3(g).

For the second measurement set, where Vanti was varied, this
trend is different. While the small magnitudes of Vanti result in a sim-
ilar nonlinear conductance increase as before, large negative values
of Vanti seem to increase the linearity of the set process [Fig. 3(f)] and
simultaneously reduce ΔIr, max [Fig. 3(h)]. Comparing Ir in Fig. 3(e)
at tset = 0.1 s with the read currents in Fig. 3(f) shows that the
maximum read current of the second device is ∼2.5 times larger
than that of the first device. This difference is consistent with the

TABLE I. Overview of the two pulse parameter sets (sets 1 and 2) used for the mea-
surement series shown in Figs. 3(e) and 3(f). A range of values are provided for the
parameters varied between different pulse measurements.

Pulse parameter Symbol Set 1 Set 2

Read pulse voltage Vr 0.5 V 0.5 V
Read pulse length tr 0.5 ms 0.5 ms
Set pulse voltage Vset 2 V 2 V
Set pulse length tset 0.1–1.3 s 0.1 s
Antipulse voltage Vanti 0 V −1.2 to −0.1 V
Antipulse length tanti 0 s 0.1 s
Pause length toff 0 s 0.1 s
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device-to-device variability observed in the measured I–V curves in
Fig. 3(a).

In addition, the quasi-continuous update behavior of all con-
ductance curves is consistent with the measured I–V curve and
the suggested switching mechanism. The increase in Ir with tset is
expected because Ir increases with the pulse number N and tset influ-
ence the exposure time of the device to the applied voltage. Hence,
many short pulses would lead to a similar change in Ir as fewer long
pulses. The dependency of Ir on the antipulse amplitude Vanti can
be explained similarly. The negative antipulse counteracts the ini-
tial set pulse of every period and, thereby, reduces the influence of
the set pulse on Ir compared to a pulse period without antipulse.
This slows down the conductance update process and decreases
ΔIr, max, and Ir appears more linear. Consequently, the increased lin-
earity is expected to come at the expense of fewer distinguishable
conductance states and a slower weight update process.

III. AI-DRIVEN MODEL
To predict the read current as a function of the pulse num-

ber during the set process, we set up a predictive model based on
an ANN. In the following, we describe the dataset, its prepara-
tion, and the ANN architectures analyzed. We also present example
predictions of the model for the weight-update process.

A. Architectures, dataset, and training
We use three different configurations (A1–A3) of a fully con-

nected multilayer perceptron ANN, as illustrated in Fig. 4(a). All
configurations comprise one input layer, two to four hidden layers,
and one output layer. The smallest ANN configuration ( A1) uses
two hidden layers with 513 neurons each. The second configuration
(A2) is of intermediate size with three hidden layers and 4673 neu-
rons each, and the third configuration (A3) is the largest, with four
hidden layers and 8833 neurons per layer. All network configura-
tions use rectified linear units as activation functions, and a dropout
layer is added after each hidden layer with a dropout rate of 20% to
prevent overfitting.

These ANN architectures lead to 513 ( A1), 4673 (A2), and 8833
(A3) network parameters that require 896 ( A1), 9088 ( A2), and 17
280 ( A3) floating point operations (FLOPs) per inference. Assuming
a hardware implementation of these ANNs based on a Pulpissimo
RISC-V core with an energy consumption of 9.3 pJ per FLOP,62 we
estimate an energy consumption of 8.33 nJ (A1), 84.5 nJ (A2), and
161 nJ (A3) per inference. A summary is provided in Table II.

The input vector x of the ANN comprises six input features xi,n,
which are obtained by normalizing the pulse parameters N, tset, Vset,
toff, tr, and Vanti of the considered pulse period [Fig. 4(a)], via

xi,n = xi − xi

δi
, with xi ∈ {N, tset, Vset, toff, tr, Vanti}, (1)

with the mean xi and the standard deviation δi taken over all val-
ues of the respective feature. As a target, we select the increment
ΔIr,n(N) = ΔIr,n(N + 1) − Ir,n(N) of the scaled read current Ir,n(N)
per pulse. The scaled read current has values between 0 and 1 and is
obtained from the min–max scaling

Ir,n = Ir − Ir,min

Ir,max − Ir,min
, (2)

FIG. 4. (a) Illustration of the ANN architecture to predict the increment of the scaled
read current ΔIr,n(N) per pulse, from which the scaled read current Ir,n(N) is
obtained as a function of the normalized pulse number Nn and five other normal-
ized pulse parameters tset,n, Vset,n, toff,n, tr,n, and Vanti,n [see Eq. (1) and Fig. 3(b)].
Depending on the respective configuration (A1–A3) of the ANN, either two, three,
or four hidden layers are used with a total of 513, 4673, or 8833 trainable para-
meters (see Table II). (b) Test mean squared error (MSE) for the three different
ANN configurations as a function of the number of datasets used for training and
evaluation.

with the read current Ir, minimum read current Ir, min, and maxi-
mum read current Ir, max of the considered dataset. Predicting ΔIr,n
then allows us to calculate the entire Ir,n(N) curve by summing up
the predicted scaled read current increments of a pulse sequence.

Measurements of set pulse trains with 100 set and read pulses
were conducted on 13 devices to obtain a total of 260 pulse curves
with variations in the pulse parameters, i.e., pulse amplitude and
width. This leads to a total of 26 000 individual datasets, which were
separated into three subsets used for training, validation, and test-
ing with a ratio of 3:1:1. The training set was used for training the
network, the validation set was used for tuning the hyperparame-
ters by testing random variations, and the test dataset was used for

TABLE II. Summary of the implemented ANN architectures (A1–A3) including the
number of floating-point operations (FLOPs) required and the estimated energy con-
sumption per inference assuming a hardware implementation based on a Pulpissimo
RISC-V core with an energy consumption of 9.3 pJ per FLOP.62

Architecture A1 A2 A3

No. of hidden layers 2 3 4
No. of neurons per hidden layer 64 64 64
No. of network parameters 513 4673 8833
FLOPs required per inference 896 9088 17 280
Energy per inference (nJ) 8.33 84.5 161
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the final evaluations of the ANN performance. During training, the
mean squared error (MSE) is used as a loss function, and the opti-
mization is performed with the Adam optimizer over 1000 epochs
with batch sizes of 64 and a learning rate of 10−4.

B. Model evaluation
In the following, we identify the amount of data required for

a sufficiently accurate match of the ANN predictions with the mea-
surements. All three ANN configurations are trained and evaluated
several times using varying amounts of datasets between 0.1% and
100% of the total available measurement data. This corresponds to
∼26 to 26 000 datasets, i.e., 16–1560 training datasets. The resulting
test errors are plotted in Fig. 4(b) as a function of the number of
datasets used. The number of datasets used for training, test, and
validation is provided in percentage relative to the total amount of
measurement data on the bottom horizontal axis and in absolute
numbers on the top horizontal axis. The test MSE error behaves sim-
ilarly for all three ANN configurations. For small amounts of data,
between ∼0.1% and 1% (26–260 datasets), the test error is rapidly
decreasing from just below 0.1 down to ∼0.01–0.02 depending on
the model size. For more data, between 1% and 100% (260–26 000
datasets), the magnitude of the slope reduces for all three model sizes
and reaches approximately constant values between 0.006 and 0.008
for dataset numbers ≥30% (7800 datasets). Despite the similarities,
slight quantitative differences are apparent between the test errors
of the three model sizes. In particular, the relative performance of
the three models depends on the amount of data used for training
and evaluation. In the few-dataset regime between 0.1% and 1%,
the large model (A3) performs best, followed by the medium-sized
model (A2) and the small model (A1). This trend is reversed for
larger amounts of data (1%–100%). However, the differences in the
test errors between the three models are small over the entire dataset
size range. For example, at 0.1%, the test errors are 0.047 (A3), 0.06
(A2), and 0.07 (A1), and for 20%, the test errors are 0.0068 (A3),
0.0065 (A2), and 0.006 (A1).

To identify the maximum test error and minimum amount
of data required for sufficiently accurate predictions of the weight-
update characteristics, we compare the predictions of Ir,n(N) with
the measurements of the entire weight-update series of 100 pulses
each. Each series was measured on a single device, and the indi-
vidual data points were part of the test datasets. We use the small
model (A1) for predictions, trained and evaluated with the different
amounts of data (from Fig. 4), and then calculate the MSE between
the measured and predicted Ir,n(N) as a quantitative measure of the
performance of the model. The representative example curves are
shown in Fig. 5(a) for 26 datasets (0.1%), in Fig. 5(b) for 260 datasets
(1%), in Fig. 5(c) for 1300 datasets (5%), and in Fig. 5(d) for 2600
datasets (10%).

In the first case, with the smallest amount of available data
[0.1%, Fig. 5(a)], the prediction fails to reflect the weight-update
characteristics qualitatively with a significant mismatch over the
entire pulse range. For 260 datasets [1%, Fig. 5(b)], the qualitative
mismatch is reduced to small quantitative deviations, particularly
apparent for the first twenty pulses. These deviations are notably
reduced in the case of 1300 datasets [5%, Fig. 5(c)] and 2600 datasets
[10%, Fig. 5(d)], leading to an excellent match of predictions with
measurements. Hence, with the increasing amount of training data,

FIG. 5. (a) Comparison of the measured scaled read current Ir,n over a series of
100 pulses from the test datasets with predictions from the small model (A1) using
26 datasets for training, test, and validation (0.1%), (b) using 260 datasets (1%), (c)
using 1300 datasets (5%), and (d) using 2600 datasets (10%) of the total available
measurement data.

the predictions improve until ∼5% of the available data are used.
This is consistent with the decreasing test MSE in Fig. 4(b). Corre-
spondingly, the MSE between the measured weight update curve and
the prediction decreases from 28.6 × 10−3 (0.1%) to 1.3 × 10−3 (1%),
0.65 × 10−3 (5%), and 0.8 × 10−3 (10%). These results imply that
260–1600 datasets are sufficient to predict the weight-update char-
acteristics of the devices accurately. This corresponds to 160–800
training datasets.

IV. DISCUSSION AND CONCLUSION
This work presents an AI-driven model for the energy-efficient

programming of memristive devices. High throughput measure-
ments of HfO2/TiO2 memristive devices were performed to char-
acterize the set process and provide data for training various con-
figurations of a multilayer perceptron ANN model. This model is
validated and tested with weight-update measurements and ana-
lyzed regarding the amount of training data required for making
accurate predictions.

The results demonstrate that small model architectures can
provide accurate predictions of the weight update characteristic of
our devices while using only a small number of datasets between
260 and 2600. Minor deviations between measurements and pre-
dictions at the beginning of the pulse programming series reduce
significantly until ∼1300 datasets are reached. Moreover, compar-
ing the different ANN sizes demonstrates no significant advantage
of the larger model configurations over the small ones. While the
two larger configurations perform slightly better for small amounts
of training data, the number of FLOPs and the energy consumption
per inference are estimated to be approximately ten and twenty times
larger than for the small model configuration.

For the small model configuration, we estimated an energy
consumption of <10 nJ per inference when integrating it into a
Pulpissimo RISC-V core. For another recent microcontroller with
an integrated AI engine (MAX78000), 0.09 mJ is reported per
inference.31 This controller was optimized for large ANNs with
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∼4.5 × 106 weights, which is order of magnitude larger than the
architectures we propose here. Hence, integrating our network
into an AI-enhanced controller for memristive devices that can
perform online adjustments to a programming algorithm appears
feasible.

In conclusion, the results demonstrate that accurate and com-
putationally inexpensive predictions are possible with comparatively
few datasets and small networks. This makes the proposed model
a potential candidate as a component in an AI-enhanced device
controller.
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