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A B S T R A C T

Due to the nature of applications such as critical infrastructure and the Internet of Things etc. side channel
analysis attacks are becoming a serious threat. Side channel analysis attacks take advantage from the fact that the
behaviour of crypto implementations can be observed and provides hints that simplify revealing keys. A new type
of SCA is the so called horizontal differential SCA. In this paper we investigate two different approaches to in-
crease the inherent resistance of our hardware accelerator for the kP operation. The first approach aims at
reducing the impact of the addressing in our design by realizing a regular schedule of the addressing. In the
second approach, we investigated how the formula used to implement the multiplication of GF(2n)-elements
influences the results of horizontal DPA attacks against a Montgomery kP-implementation. We implemented 5
designs with different partial multipliers, i.e. based on different multiplication formulae. We used two different
technologies, i.e. a 130 and a 250 nm technology, to simulate power traces for our analysis. We show that the
implemented multiplication formula influences the success of horizontal attacks significantly. The combination of
these two approaches leads to the most resistant design. For the 250 nm technology only 2 key candidates could
be revealed with a correctness of about 70% which is a huge improvement given the fact that for the original
design 7 key candidates achieved a correctness of more than 90%. For our 130 nm technology no key candidate
was revealed with a correctness of more than 60%.
1. Introduction

1.1. Motivation

The number human beings whose lives are depending on the
dependability of embedded devices is currently growing significantly. In
the past dependability of embedded systems was merely an issue in in-
dustrial control systems but with the advent of ever-increasing complex
telemedicine systems and autonomous driving larger parts of our soci-
eties –not say we all – are exposed to threats appearing from malfunc-
tioning systems. On the one hand faults due to ageing and stress of
devices may cause dangerous situations on the other hand malicious
manipulation may have the same effect. Successful attacks against sys-
tems in the field of telemedicine i.e. pacemaker [1,2] and against auto-
motive systems i.e. cars [3] have already been reported.

In order to prevent successful attacks from the very beginning, se-
curity issues need to be considered at design time. To illustrate this we
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focus on automotive use cases. In large cities i.e. those with high number
of lanes and high density of cars the number of messages a single car is
receiving may go up to 4000 messages per second [4]. In case of large
platoons travelling along the highway, a similar number of messages per
second may be received by all the cars. As the next actions of the
receiving cars e.g. bracing, accelerating or similar depend on those
messages it is of utmost importance that the content of those messages
was not altered during transport and that these messages origin from
authenticated devices e.g. other cars or road side units. This can be
ensured by digitally signing the messages before sending and verifying
the digital signatures after receiving the messages. But verifying digital
signatures is a computationally expensive task that is beyond the pro-
cessing power of embedded devices at least when it comes to 4000 sig-
natures to be verified per second. So appropriate hardware accelerators
for this task are needed. Roadside Units (RSUs) are increasing the
complexity of the design task. RSU are deployed along the roads which
means that at least some are easily accessible and unprotected so that a
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1 We denoted this method in Ref. [14] as “the difference of the means”.
2 Meanwhile more sophisticated attacks e.g. those described in Ref. [25–27]

allow to extract secret keys even in case such countermeasures are applied.
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potential attacker can use side channel analysis (SCA) attacks to extract
the keys and afterwards impersonate an RSU. Due to the related safety
issues, this needs to be prevented by design, i.e. the hardware accelera-
tors need not only to be fast but in addition need to be SCA resistant
which needs to be taken into account when designing the hardware
accelerators.

1.2. Background: SCA attacks

Cryptographic approaches can guarantee confidentiality, data integ-
rity and authentication of communication partners. For scenarios such as
car-to-X communication the latter two are key and asymmetric crypto-
graphic approaches e.g. RSA or Elliptic Curve Cryptography (ECC) are
normally used. ECC provides the same level of security as RSA based
approaches but with significantly shorter cryptographic keys which is
one of the reasons why P-256 was standardized for vehicular commu-
nication. The main operation for ECC is the Elliptic Curve point multi-
plication with a scalar, denoted usually as kP operation. P is a point of the
selected EC and has two affine coordinates: P¼ (x, y). The scalar k is a big
binary number; it is a private key if the decryption corresponding to the
ElGamal approach is performed. For signature generation the scalar k is a
random number. For signature generation corresponding to Elliptic
Curve Digital Signature Standard (ECDSA) [5] each RSU has to use its
ECC private key. If an attacker can reveal the random scalar k used for a
signature generation, he can calculate the private key of the signer. This
is the ultimate goal of an attacker. Side channel analysis (SCA) attacks are
a suitable means to achieve this goal and can be applied to any imple-
mentation soft- or hardware of a cryptographic algorithm.

Due to the fact that the processed scalar k either is the private key or
the knowledge of the scalar k allows to calculate the private key we
further denote the scalar k also as key. SCA attacks exploit the fact that
physical parameters such as time, power consumption and electromag-
netic radiation of cryptographic devices can be measured directly or
indirectly while performing cryptographic operations. The shape of the
obtained power traces (PT) or electromagnetic traces (EMT) depends not
only on the implemented circuit (technology gates library, area of the
design, etc.) but also on the processed input data and the applied cryp-
tographic key. Thus, the measured traces can be analysed with the goal to
reveal the private key.

If a single measured trace is not sufficient to extract the key suc-
cessfully by visual inspection, an attacker can collect many traces. For
example, if an elliptic curve cryptography (ECC) design is attacked, the
attacker can select specific input data and/or run the device with a
selected “key” i.e. a scalar that is processed with the input data in the
samemanner as the secret key. The collected traces can be analysed using
statistical methods. In order to protect cryptographic implementations
against SCA attacks, designers try to withhold information from the
attacker by blinding the input data, randomization of the key [6] or by
randomizing the algorithm steps [7]. Thus, the attacker will no longer
reach his/her goal by just altering the input data, since not what the
attacker selected is processed but data altered by the implementation. So,
the attacker can no longer analyse the influence of the data it provided on
the shape of the power traces.

It is important to note that well-known countermeasures such as EC
point blinding, randomization of the scalar or EC point coordinates, are
only effective against attacks that need more-than-one trace for the
analysis. In Ref. [8] such attacks are classified as vertical attacks. Ex-
amples of such attacks are:

� collision-based attacks [9–11],
� classical differential power analysis [12],
� correlation power analysis attacks [13].

The above-mentioned countermeasures are not effective against
horizontal attacks, i.e. against attacks analysing only one measured trace
using statistical methods, for example using the comparison to the mean
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as described in Ref. [14].1

Blinding of the elliptic curve (EC) point P or randomization of the
projective coordinates of point P do not provide protection against hor-
izontal DPA attacks [15]. The randomization of the private key k does not
hinder horizontal DPA attacks because the revealed randomized key can
successfully be used instead of the real private key. This means that
implementations protected against vertical DPA by such randomization
are not implicitly protected against horizontal DPA.

The kP operation implemented in hardware is a bitwise processing of
the scalar k. Even if each bit of the key is processed using exactly the same
sequence of operations, the key-dependent processing of data or
addressing of blocks can result in a successfully revealed key if horizontal
DPA attacks are applied [16]. Other examples of horizontal attacks are:

� simple power analysis attacks e.g. Ref. [17],
� simple electromagnetic analysis attacks e.g. Ref. [18],
� the Big Mac attack [19],
� the localized electromagnetic analysis attack [20],
� horizontal collision correlation analysis attacks [8,21,22],
� horizontal differential electromagnetic analysis (DEMA) attacks [23,
24].

In this paper we focus on the protection of our ECC hardware accel-
erator against horizontal attacks as vertical DPA attacks need more
measurements than horizontal attacks to be successful, i.e. they are more
complex and time-consuming, especially if randomization countermea-
sures [6] are implemented.2 In comparison to vertical DPA attacks,
horizontal DPA attacks are relatively simple but nevertheless they require
by far more complex kinds of countermeasure to ensure that the
randomization or regularity are effective.

1.3. Contributions

In this paper, we concentrate on investigations, of how the inherent
resistance of hardware accelerators for the kP operation can be increased
applying simple design methods using our own design as an example.
This research is an extension of our previous work partially described in
Ref. [28,29]. The contributions reported here are:

� determining significant leakage sources i.e. identification of the
addressing of different blocks as the main leakage source

� introduction and verification of a regular schedule of the addressing
of the blocks as a suitable remedy against horizontal address bit
attacks

� Investigation of the influence of the implemented multiplication
method on the success of the performed horizontal DPA attack

� Investigation of the impact of the combination of the means
mentioned above on the resistance of the kP design i.e. we imple-
mented the kP design with the “most resistant”multiplication method
and with a regular schedule plan for the block addressing and
attacked its power trace.

All attacks discussed in this paper were performed using simulated
power traces of the different designs.

The rest of this paper is structured as follows. In section II we explain
the implementation details of our basic design including a thorough
analysis of its vulnerabilities and our horizontal attack. In the following
section we discuss how the vulnerability related to the addressing in our
design can be reduced by ensuring a regular addressing. Section IV dis-
cusses the impact of different multiplication formula on the success rate
of attacks against our design. In section V we discuss the impact of the
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combination of the regular addressing and the most resistant partial
multiplier. The paper finishes with short conclusions.

2. Our basic kP accelerator and its known weaknesses

In this section we lay the basis for the understanding of the in-
vestigations discussed in the later sections of this paper. We start by
introducing the implementation details of our basic kP design. Next, we
explain how we perform the horizontal DPA attack, which is followed by
discussing the SCA leakage sources in our implementation.

2.1. Structure of our basic kP design

Our basic kP design is a hardware accelerator for operations using
elliptic curve B-233. B-233 is an EC over binary extended Galois Field
GF(2n) standardized by NIST [5]. The kP accelerator obtains a scalar k
and two affine coordinates x and y of a point P of the EC B-233 as inputs
to process. The numbers x, y and k are up to 233 bit long binary numbers
that represent elements of GF(2233), with the irreducible polynomial f(t)
¼ t233 þ t74 þ 1. The hardware accelerator processes the scalar k bitwise
according to the Montgomery kP algorithm using Lopez-Dahab projective
coordinates [30]. Algorithm 1 shows the well-known and mostly refer-
enced Montgomery kP algorithm [30].

Algorithm 1
Montgomery kP using projective Lopez-Dahab coordinates
Input: k ¼ (kl¡1 … k1 k0)2 with kl¡1¼ 1, P ¼ (x,y) is a point of EC over GF(2l)
Output: kP ¼ (x1, y1)
1: X1←x, Z1←1, X2←x4þb, Z2←x2

2: for i ¼ l-2 down to 0 do
3: if ki ¼ 1
4: T ← Z1, Z1 ← (X1Z2þX2T)2, X1 ← xZ1þX1X2TZ2
5: T ← X2, X2 ← T4þbZ24, Z2 ← T2Z22

6: else
7: T ← Z2, Z2 ← (X2Z1þX1T)2, X2 ← xZ2þX1X2TZ1
8: T ← X1, X1 ← T4þbZ14, Z1 ← T2Z12

9: end if
10: end for
11: x1 ← X1/Z1
12: y1 ← yþ(x þ x1)[(X1þxZ1)(X2þxZ2)þ(x2þy)(Z1Z2)]/(xZ1Z2)
13: return (x1, y1)
Algorithm 2 shows the modified Montgomery kP algorithm published
in Ref. [14] that we implemented and investigated here. This allows to
perform all operations in parallel to the field multiplications, we will
later discuss the resulting benefits.

Algorithm 2
Modified Montgomery algorithm for the kP operation
Fig. 1. Structure of our basic kP-accelerator.
Input:
k ¼ (kl�1 … k1 k0)2 with kl�1 ¼ 1, P¼(x,y) is a point of EC over GF(2l)
Output: kP ¼ (x1, y1)
//initialization
1: X1 ← x, X2 ← x4 þ b, Z2 ← x2.
//processing second most significant bit
2: if kl�2 ¼ 1 then
3: T ← Z2, Z1 ← (X1Z2 þ X2)2, X1 ← X1Z2X2 þ xZ1
4: T ← X2, U ← b Z24, X2 ← X2

4 þ U, U ← TZ2, Z2 ← U 2.
5: else
6: T ← Z2, Z2 ← (X1Z2 þ X2)2, X2 ← X1X2T þ xZ2
7: T ← X1, U ← bX2

4, X1 ← X1
4 þ b, U ← TX2, Z1 ← T2.

8: end if
//main loop
9: for i from l � 3 downto 0 do
10: if ki ¼ 1 then
11: T ← Z1, Z1 ← (X1Z2 þ X2Z1)2, X1 ← xZ1 þ X1X2TZ2
12: T ← X2, X2 ← X2

4 þ bZ24, Z2 ← T2 Z22.
13: else

(continued on next column)
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Algorithm 2 (continued )

14: T ← Z2, Z2 ← (X2Z1 þ X1Z2)2, X2 ← xZ2 þ X1X2TZ1
15: T ← X1, X1 ← X1

4 þ b Z14, Z1 ← T2 Z12.
16: end if
17: end for
//end of the main loop
18: x1 ← X1/Z1
19: y1 ← y þ (x þ x1)[(X1 þ xZ1)(X2 þ xZ2) þ (x2 þ y)(Z1Z2)]/(xZ1Z2)
20: return (x1, y1)
In our implementation the main loop of Algorithm 2 (see lines 9–17)
consists of multiplications, squarings and additions of GF(2233)-elements.
The division of GF(2233)-elements is performed only once at the end of
the algorithm (see line 19 in Algorithm 2). It is calculated as a sequence
of field squarings and field multiplications using the little theorem of

Fermat: xðtÞðtÞ�1modf ðtÞ ¼ xðtÞ2n�2modf ðtÞ.
Fig. 1 shows the structure of our basic kP-accelerator.
The block MULT calculates the field product. The block ALU per-

forms addition (bitwise XOR) or squaring of its operands depending on
the signals of the block Controller. Additionally, the design contains ten
233 bit long registers for saving input and output as well as intermediate
values:

- the registers x and y contain the affine coordinates of the input point P
as well as the result of the kP operation;

- register k contains the input scalar k;
- register b contains the parameter b of EC B-233;
- registers X1, X2, Z1, Z2, X3 and X4 are necessary for the implementation
of the main loop of the algorithm.

2.2. BUS and Controller: implementation details

Our basic design contains 12 components: 10 registers, ALU and
MULT. These components have different addresses. Table 1 contains the
address of each component of our kP design, as hexadecimal numbers.

The Controller is a state machine that contains also a 32-bit register.
Bits 27–24 of this register are reserved for the addressing of the 12
components for the write-to-bus operation, see addresses in Table 1. 13
bits of the register are reserved for the addressing of the components for
the read-from-bus operation. Other bits of the Controller's register are
flags that determine the kind of the currently performed operation and
manage the execution of the operation clock-by-clock. Thus, using the
addresses of the 12 components the block Controller manages the data
flow between the components. Additionally, the block Controller man-
ages the sequence of field operations. Depending on the signals of the
Controller (i.e. depending on the value of certain bits of the Controller's
register) the block ALU performs addition or squaring. The ALU takes
two clock cycles for a squaring (one clock cycle for obtaining of the
operand and second one for the calculation in fact) and 4 clock cycles for
an addition of two elements: the 1st operand will be read from the BUS
and written to the internal ALU register then the second operand will be
read from the BUS and added to the internal register. The multiplier
takes two clock cycles for obtaining both multiplicands from the BUS and



Table 1
Addresses of components of our design.

block MULT ALU REGISTERs

x y k b X1 X2 X3 X4 Z1 Z2

address 6 7 8 9 0 1 4 5 A B 2 3
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only 9 clock cycles to calculate a field product corresponding to the 4-
segment Karatsuba MM. The multiplier has two internal registers for its
inputs and one register for its output.

The BUS is realized as a muxer. It consists of many logic gates that
react on the address given by the Controller. The write-to-bus operation
connects the output of the addressed block to the inputs of all other
blocks. By the read-from-bus operation only the addressed block accepts
the values on its input as data for processing.

Fig. 2 shows the processing sequence in the main loop of our imple-
mentation providing details about the activities of each block.

The rectangles in Fig. 2 represent different activities in our ECC
design. Rectangles that are vertically aligned are processed in parallel i.e.
in the same clock cycle. All write to register operations are depicted by
small green squares for the addressing of the register in one clock cycle
and a small grey square for the storing operation in the next clock cycle.
Red rectangles show the activity of the field multiplier. In our imple-
mentation the multiplier is always active, i.e. obtaining both multipli-
cands is performed in parallel to the calculation of the last two of the 9
partial products. The activity of the block ALU is shown in Fig. 2 using
yellow rectangles for the squaring operation and blue rectangles for the
field addition.

The numbers in the rectangles in Fig. 2 represent the addresses of the
components of our design for the write-to-bus operation i.e. these
numbers showwhich component writes its output value to the BUS in the
corresponding clock cycle of the main loop beginning from clock cycle 1
up to clock cycle 54. The sequences of these numbers differ for ki ¼ 0 and
ki ¼ 1 which is inherent to the Montgomery kP algorithm. The key-
dependent addressing of the components is shown by the turquoise
marked numbered rectangles in Fig. 2. In most cases, i.e. in 42 out of 54
clock cycles, the addressing of the blocks does not depend on ki. For
example, in the 1st clock cycle the multiplier writes its result to the BUS
(its address is 6) independent of the key bit value.
Fig. 2. Processing sequence of the main loop in our
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The value at the BUS will be read by one of the registers/blocks. The
addressing of the blocks ALU andMULT for the read-from-bus operation
does not depend on the key. The addressing of registers depends on the
key except of the second write-to-register operation (see clock cycles 5
and 6 in Fig. 2, the operation is marked with a circle) Thus, the small
green squares for the addressing of the registers/blocks show which of
the blocks – ALU, MULT or one of the registers – reads from the BUS in
the corresponding clock cycle. For example in clock cycle 3, depending
on the currently processed key bit value, either the register Z2 (see tur-
quoise rectangle with the number 3) or the register Z1 (see turquoise
rectangle with the number 2) writes its output to the BUS.

At the same time the block ALU reads the value from the BUS (see
small green square in the ALU), squares it (ALU is marked yellow when
performing this operation) and writes the calculated value to its internal
register in the next clock cycle (see the small grey square in the ALU in
the clock cycle 4). In the clock cycle 5, the block ALU writes the result of
the squaring operation to the BUS i.e. the block ALU is addressed for the
write-to-bus operation in clock cycle 5 (see Fig. 2, address 7 in clock cycle
5) independent of the processed key bit value.

In many cases the block ALUwrites its result to the BUS directly after
the calculation, for example, in clock cycles 5, 16, 32, 43 and 50.
Sometimes we use ALU as a register for saving intermediate values. In
such cases ALU is addressed a few clock cycles after being active, see for
example clock cycles 7, 12, 30, 35.

Please note that in Fig. 2 not all clock cycles are marked as potentially
dangerous with respect to the addressing of the blocks. There are un-
marked clock cycles that nevertheless lead to a high correctness of the
extracted key i.e. 8 and 9, but we do not cope with those issues in this
paper.

There exist clock cycles in our design in which none of the blocks
reads from or writes to the bus, see for example the 2nd and the 4th clock
cycle. In these clock cycles any or none of the blocks can write to the BUS
kP design: details about activity of each block.



I. Kabin et al. Integration, the VLSI Journal 73 (2020) 50–67
without influencing the functionality of the kP implementation. In our
implementation it is the block with address 0, i.e. the scalar k is always
written to the BUS. Even though this solution is a reasonable one from
the perspective of reliability it can simplify microprobing based attacks.
So, in order to get a tamper-proof implementation, all types of attacks
need to be taken into account. We mention this to show how complex the
implementation of cryptographic operations is.

Due to the fact that the addressing of registers in the Montgomery kP
algorithm depends on the processed bit value ki of the scalar k, horizontal
differential SCA attacks can be successful. We discuss this fact in detail in
section II-G.
2.3. Field multiplier

The multiplication is the most complex field operation in our designs.
The polynomial multiplication (i.e. the first step of the multiplication of
elements of GF(2n)) can be realized by applying the classical multipli-
cation method. Its gate complexity (GC) can be given as a number of
Boolean AND and XOR operations, i.e. as the number of used AND and
XOR gates. To implement the multiplication of n-bit long polynomials
using the classical multiplication method n2 AND and (n-1)2 XOR gates
are necessary. This results in an expensive implementation with respect
to area and energy since the length of multiplicands is typically large
(more than 200 bit). In order to tackle this complexity issue many opti-
mizations, i.e. new multiplication formulae, have been proposed in the
past. Many multiplication methods apply segmentation of both multi-
plicands into the same number of parts. The product is then calculated as
a sum of smaller partial products. Historically, the first optimization was
the Karatsuba multiplication method published in 1962 [31]. This
method uses the segmentation of polynomials into two terms. The next
multiplication formula was proposed by Winograd in 1980 [32]. This
method uses the segmentation of polynomials into three terms. At the
moment there exist a lot of multiplication methods exploiting different
multiplication formulae or their combinations. Multi-segment-Karatsuba
MM (MSK) [33] and enhanced MSK [34] are examples of such combi-
nations. In Ref. [35,36] different multiplication methods were combined
with the goal to find the optimal combination, i.e. the combination with
minimal gate complexity and energy consumption. Each combination of
multiplication methods (MM) has its own gate complexity. Additionally,
the number of XOR gates can be significantly reduced by calculating the
product iteratively [37]. Combinations of multiplication methods with
reduced XOR-complexity are investigated in Ref. [38] for different length
of operands and their segmentation.

In our basic kP design, the field multiplier is implemented using the 4-
segment Karatsuba multiplication method [37] according to a fixed
calculation plan. Formula (1) represents the 4-segment Karatsuba
Multiplication Method (MM) for two binary polynomials A(t) and B(t).

AðtÞ �BðtÞ¼A3A2A1A0 �B3B2B1B0 ¼
¼ �

A3 �23m�A2 �22m�A1 �2m�A0

� ��B3 �23m�B2 �22m�B1 �2m�B0

�¼
¼ S6 �26m�S5 �26m�S4 �24m�S3 �23m�S2 �22m�S1 �21m�S0 ¼
¼A0B0 �20�ðA0B0�A1B1�ðA0�A1ÞðB0�B1ÞÞ�21m
�ðA0B0�A1B1�A2B2�ðA0�A2ÞðB0�B2ÞÞ�22m

�

0
BB@
A0B0�A1B1�A2B2�A3B3�
ðA0�A2ÞðB0�B2Þ�ðA0�A1ÞðB0�B1Þ�
ðA1�A3ÞðB1�B3Þ�ðA2�A3ÞðB2�B3Þ�
ðA0�A1�A2�A3ÞðB0�B1�B2�B3Þ

1
CCA �23m

�ðA1B1�A2B2�A3B3�ðA1�A3ÞðB1�B3ÞÞ�24m
�ðA2B2�A3B3�ðA2�A3ÞðB2�B3ÞÞ�25m�A3B3 �26m ¼
¼ p1 �20�ðp1�p2�p7Þ �21m�ðp1�p2�p3�p5Þ �22m�
�ðp1�p2�p3�p4�p5�p7�p6�p8�p9Þ �23m�
�ðp2�p3�p4�p6Þ �24m�ðp3�p4�p8Þ �25m�p4 �26m ¼
¼C7C6C5C4C3C2C1C0; (1)
54
with partial products:
p1 ¼ A0B0; p2 ¼ A1B1; p3 ¼ A2B2; p4 ¼ A3B3;
p5 ¼ ðA0 � A2ÞðB0 � B2Þ; p6 ¼ ðA1 � A3ÞðB1 � B3Þ;
p7 ¼ ðA0 � A1ÞðB0 � B1Þ; p8 ¼ ðA2 � A3ÞðB2 � B3Þ;
p9 ¼ ðA0 � A1 � A2 � A3ÞðB0 � B1 � B2 � B3Þ
each partial product pi is 2m� 1 bit long;
easch sum Si is 2m� 1 bit long;
each segment of the product C6; :::;C0 is m bit long;
the segment C7 is m� 1 bit long:

For the EC B-233 the maximal length of the multiplicands is 233 bit.
Thus, two up to 233 bit long operands A(t) and B(t) are segmented into
four parts: A3, A2, A1, A0 and B3, B2, B1, B0 respectively. The parts A3 and
B3 are 56 bit long. All other parts are 59 bit long i.e. we implemented the
field multiplier using a Partial Multiplier for 59 bit long operands (m ¼
59). The structure of our field multiplier is shown in Fig. 3.

The field multiplier takes 9 clock cycles (clkj, j ¼ 0,1,2, …,8) to
calculate the product of the 233 bit long operands. In comparison to the
classical MM the 4-segment Karatsuba MM has a significantly reduced
execution time – only 9 clock cycles instead of 16 i.e. the time reduction
is about 44%. In our implementation according to the 4-segment Kar-
atsuba MM (1) only one of 9 partial products of the 59 bit long operands
is calculated per clock cycle. In our implementation the partial products
are calculated in the sequence p1, p2, … p9 as shown in (1).

The signals cntrij with 0 � i � 3 and 0 � j � 8 organize the calculation
of operands for the Partial Multiplier clock-by-clock. For example; in the
first of the nine clock cycles clk0 of a field multiplication the signals cntrij
are: cntr00 ¼ 1; cntr01 ¼ 0; cntr02 ¼ 0; cntr03 ¼ 0. Using these values the
operands for the Partial Multiplier are calculated as follows:

A0 ¼ �3
i¼0

�
Ai ⋅ cntr0i

� ¼ A0 ⋅ cntr00 � A1 ⋅ cntr01 � A2 ⋅ cntr02 � A3 ⋅ cntr03 ¼
A0 ⋅ 1� A1 ⋅ 0� A2 ⋅ 0� A3 ⋅ 0 ¼ A0

(2)

B0 ¼ �3
i¼0

�
Bi ⋅ cntr0i

� ¼ B0 ⋅ cntr00 � B1 ⋅ cntr01 � B2 ⋅ cntr02 � B3 ⋅ cntr03 ¼
B0 ⋅ 1� B1 ⋅ 0� B2 ⋅ 0� B3 ⋅ 0 ¼ A0

(3)

Thus, in clkj with j ¼ 0 the Partial Multiplier calculates the partial
product Aj¼0∙Bj¼0 ¼ A0∙B0. All partial products Aj∙Bj are accumulated in
the output register of the field multiplier iteratively, step-by-step (or
clock-by-clock), corresponding to (1). The reduction is also performed in
each clock cycle. The reduction can be performed only once, i.e. after all
9 partial multiplications, but the reduction consumes additional energy
i.e. it can be used to increase the energy consumption of the field
multiplier and – as the consequence – hides partially the activity of other
blocks of the kP design. Thus, performing the reduction in each clock
cycle can increase the resistance of the kP design against SCA attacks, but
we did not yet evaluate this effect.

As already mentioned, all blocks of our design may run in parallel. So,
the processing time of a key bit in the main loop iteration in our imple-
mentation is equal to the time needed to execute 6 field multiplications
only. I.e. the multiplier is always active and is a strong noise source due to
its big area and high energy consumption. The resulting effect is bene-
ficial as the multiplier is resistant to the performed horizontal DPA attack
which we show later. Thus, the activity of the multiplier increases the
effort needed in the attacks i.e. the multiplier can be considered as a kind
of an inherently implemented countermeasure against attacks.

2.4. Partial multiplier in our basic design: the implemented combination of
multiplication formulae

This Partial Multiplier of 59 bit long operands Aj and Bj was imple-
mented using the 2-segment iterative Karatsuba multiplication formula
[38] for 60-bit long multiplicands. The gate complexity of this multiplier
is GC2m¼ 3⋅GCmþ (7m-3)XOR. Herem is the length of segmentsm¼ 60/2



Fig. 3. Structure of the field multiplier.
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¼ 30 and GCm is the gate complexity of the internal m-bit partial multi-
pliers. The Partial Multiplier contains 3 internal 30-bit partial multipliers.
All these internal partial multipliers were implemented identically, using
the 6-segment iterative Winograd multiplication formula [38], with a
gate complexity of: GC6m ¼ 18⋅GCm þ (72m-19)XOR, with m ¼ 30/6 ¼ 5
bits. Corresponding to the 6-segment iterative Winograd multiplication
formula the 30-bit multiplier consists of 18 internal multipliers of 5-bit
long operands. Each of these small multipliers was implemented using
the classical multiplication formula (3) with n ¼ 5.

C¼A �B¼ �
an�1tn�1þ…þa0t0

� ��bn�1tn�1þ…þb0t0
�¼ X2n�2

i¼0

ci � ti;with

ci¼ �
i¼kþl

ak �bl; 8k; l< n

(4)

Fig. 4 shows the structure of the Partial Multiplier implemented in our
basic ECC design and the gate complexity for each kind of its internal
multipliers.

Corresponding to Ref. [38] the combination of the multiplication
methods for the implementation of a 59-bit Partial Multiplier – the
2-segment Karatsuba, the 6-segment Winograd and the classical multi-
plication formulae – results in one of smallest areas not only for the IHP
130 nm but also for the IHP 250 nm technology. Due to this fact, this
combination was implemented in our basic ECC design.
Fig. 4. Structure of the Partial Mul
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2.5. Simulation of PTs of a kP execution

In order to implement our basic ECC design in hardware we described
the kP algorithm using Very high-speed integrated circuits Hardware
Description Language (VHDL). We synthesized our basic design using the
IHP 130 nm and the IHP 250 nm technology libraries. The next steps in
the design flow are the placement and routing processes. Power Traces
can be simulated after the synthesis of the design as well as after the
placement and routing processes. Simulated PTs are a powerful means to
detect side channel leakages early. Algorithmic issues such as number of
operations depending on the key bit value will become obvious. Also
“quick-fixes” of this issue i.e. the use of dummy operations can be eval-
uated as parameters of the gates are taken into account during simula-
tion. For a first evaluation it is reasonable to perform an attack using PTs
simulated before place and route as the latter can take many hours.

We simulated the PT of the kP execution using the Synopsys Prime-
Time suite [39] for a randomly generated EC point P ¼ (x, y) and for a
randomly generated 232 bit long private key k. The processed values are
in hexadecimal:

x¼ 181856ADC1E7DF1378491FA736F2D02E8ACF

1B9425EB2B061FF0E9E8246

y¼ 9FED47B796480499CBAA86D8EB39457C49D

5BF345A0757E46E2582DE6
tiplier in our basic ECC design.
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k¼ 93919255FD4359F4C2B67DEA456EF70A545A9C

44D46F7F409F96CB52CC

The PrimeTime PX tool uses the gate-level simulation activity stored
in the activity file to estimate the averaged power consumption of the
design. It can also precisely analyse the power consumption of the design
for each clock cycle within a given time interval. Because the simulated
traces are noiseless and no data are lost in simulations, we set the time
interval for the simulation equal to the clock cycle period i.e. we repre-
sented each clock cycle using only one power value – the average power
value of the clock cycle. This is reasonable, as it simplifies the statistical
analysis of the trace without any loss of information relevant for the
analysis.

To apply statistical analysis to simulated traces we use our own pro-
gram. It extracts the information for each single block/component and
stores it as a separate file i.e. we can analyse not only the PT of the whole
kP design but also the PTs of single blocks.

Fig. 5 shows a part of the PTs of the whole kP design for processing of
the following 6 bits of the scalar k: k230k229 … k221 ¼ ‘001001’, simulated
for both IHP gate libraries and the processed key bit values. The graph
shows power inW over time that is shown in clock cycles. The solid line is
the PT simulated for the 130 nm technology; the dotted line represents
the PT simulated for the 250 nm technology.

Corresponding to the implemented Algorithm 2 the key bit kl-2 ¼ k230
¼ 0 is processed before the main loop of the algorithm starts. The key bits
ki, with 229 � i � 0 are processed in the main loop of the algorithm. We
denote the time for processing a key bit in the main loop further as slot.
The duration of each slot is 54 clock cycles. Due to the fact that in our
simulation each clock cycle is represented using only one power value,
each slot consists of 54 power values.

2.6. Performed horizontal attack

The goal of our attack is to reveal the key bit values processed in the
main loop of the kP algorithm. There are only two key bits not processed
in the main loop i.e. the most significant key bit kl-1 ¼ 1 (see Algorithm 1
and Algorithm 2) and the key bit kl-2. The attacker doesn't know the value
kl-2 but he can easily reveal it via brute force, after successfully revealing
of the key bits processed in the main loop. Thus, we concentrated on the
analysis of the part of the PT corresponding to the main loop iterations.
We fragmented the simulated PT into the slots and selected 230 time slots
of the processing of key bits kiwith 229� i� 0 for the statistical analysis.
We decided to apply the comparison to the mean for statistical analysis of
the traces as this method is very effective [29].

Each value in the part of the PT selected for the analysis can be rep-
resented as the value vi j, where i is the number of the slot and j is the
number of the clock cycle within the slot, with 0 � i � l-3, 1 � j � 54.

Each slot i is then a sequence of 54 values vi1, vi2, vi3, …, vi54. We
calculated the mean slot, i.e. the slot that is the sequence of values v1; v2;
Fig. 5. A part of the power traces simulated
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…; v54 with:

v1 ¼ 1
l� 2

Xl�3

i¼0

v1i ¼
1
230

X229
i¼0

v1i ;

v54 ¼ 1
230

X229
i¼0

v54i :

I.e. each value vj in the mean slot is the arithmetical mean of all values
with the same number j and different number i.

As a result of this attack we obtained j ¼ 54 key candidates:

k1candidate ¼ d1229d
1
228…d12d

1
1d

1
0

…

k54candidate ¼ d54229d
54
228…d542 d54

1 d540

For each key candidate k j
candidate we obtained its ith bit comparing

vj (the jth value of the mean slot) with vi j (the jth value of the ith slot) as
follows:

dj
i ¼

(
1; if vj � vji
0; if vj < vji

(5)

To evaluate the success of the attack we calculated for each key
candidate its relative correctness δ1. This is the number of the correctly
revealed bits in the key candidate divided by all revealed bits i.e.:

δj1 ¼
NumberOfCorrectRevealedBits

�
kjcandidate

�
l� 2

� 100% (6)

The relative correctness δ1 is a value between 0% and 100%. If a key
candidate has the correctness δ1 ¼ 100% it means that the key candidate
is equal to the real key k. A correctness close to 0% means that all bits of
the key candidates revealed are wrong. This means also that our
assumption (5) is wrong and the opposite assumption needs to be correct.
In this case we can easily obtain the key performing a bitwise inversion of
the key candidates. Taking this fact into account we can calculate the
correctness as a value between 50 and 100% as follows:

δj ¼ 50%þ ��50%� δ j
1

�� (7)

Please note that the worst-case of the attack result from the attacker's
point of view is a correctness of all key candidates of 50%. This means
that the comparison to the meanmethod cannot even provide a slight hint
whether the key bit processed is more likely a ‘1’ or a ‘0’, i.e. this means
that the attack was not successful at all. The worst-case from the
attacker's point of view is the ideal case from the designer's point of view.
We denote it as the “ideal case” in the rest of the paper. Fig. 6 shows the
calculated correctness of the key candidates obtained by analysing the
traces simulated for our basic ECC design for the IHP 130 nm technology
for the execution of the kP operation.



Fig. 6. Horizontal attack using the comparison to the mean method: the analysis results are obtained using the power trace of the kP design synthesized for the IHP
130 nm (dotted line) and 250 nm (solid line) technologies.
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(see solid black line) and for the IHP 250 nm technology (see dotted black
line). The green line represents the ideal case.

Fig. 6 shows that the kP design, that was synthesized for the 130 nm
technology, is more resistant against the performed attack than the
design synthesized for the 250 nm technology. Only four key candidates
– kcandidate1 , kcandidate21 , kcandidate27 and kcandidate52

–were extracted with a relative
high correctness of more than 60% i.e. 74%, 63%, 67% and 62%
respectively (see doted black line). The correctness of the other 50 key
candidates is in the range between 50% and 60%.

Although we implemented the kP design strongly balanced and the
field multiplier is always active, the key was revealed successfully using a
simple statistical analysis method. The analysis of the power trace of the
design synthesized for the 250 nm technology reveals that 20 of 54 key
candidates have a correctness between 70% and 100% (see black solid
line in Fig. 6). In the next subsection, we discuss this vulnerability and
show which component in our design is the SCA leakage source.

2.7. Discussion of the vulnerabilities

As shown in Fig. 6 the success of the same attack differs significantly
for the same VHDL code if synthesized for different technologies. To
understand and explain this fact we analysed the power traces of each
component in both kP designs i.e. in the basic design for 250 nm and in
the basic design for 130 nm. We started our analysis with design syn-
thesized for 130 nm technology.

Using our software we stored the traces of components as separate
files and analysed them in the sameway as described in section II-F. Fig. 7
shows the results of the analysis for the whole kP design (see dotted black
line; this is the same dotted black line as in Fig. 6) and for the compo-
nents: field multiplierMULT (see green line), registers X1, X2, Z1, Z2 (see
orange line), ALU (see yellow line), Controller (see dotted red line) and
BUS (see violet line).

Fig. 7 clearly shows that:
Fig. 7. Horizontal attack using the comparison to the mean method: results
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� ALU, registers, Controller and BUS are SCA leakage sources;
� The activity of the block MULT doesn't cause the high success rate of

the attack. The correctness of all key candidates is between 50 and
60% i.e. only the block MULT can be considered as resistant against
the performed horizontal attack.

Fig. 8 shows the results attacking the trace rest that we obtained via
subtraction of the MULT trace from the trace of the whole kP design.

The results of the attack against the difference trace kP-MULT show
that the rest of the kP design is not resistant against the attack. The
correctness of the best key candidate kcandidate1 is 99.6% i.e. 229 of 230 key
bits were revealed successful. 5 further key candidates have a correctness
higher than 90%.

MULT is the most power and area consuming component in our kP
design. Table 2 shows the total power and area of selected components in
our basic designs for the IHP 130 nm technology and their contributions
to the power and area of the whole kP design.

The activity of the big and resistant MULT hides the activity of other
components that are strong SCA leakage sources.

We analysed the 250 nm design in the same way as the 130 nm design
with the goal to determine which component in the 250 nm design causes
the high success of the performed attack and why the resistance of both
designs differs significantly. Fig. 9 shows the results of the analysis for the
whole kP design (see solid black line; this is the same solid black line as in
Fig. 6) and for the components: field multiplier MULT (see green line),
registers X1, X2, Z1, Z2 (see orange line),ALU (see yellow line), Controller
(see dotted red line) and BUS (see violet line).

Fig. 9 shows that:

� ALU, registers, Controller and BUS are strong SCA leakage sources;
� The activity of the block MULT doesn't cause a success rate of the

attack as high as the other components but two key candidates have a
correctness between 70% and 80%. They are the candidates
of the analysis for the whole 130 nm kP design and its components.



Fig. 8. Horizontal attack analysing the rest-trace, i.e. the difference of the traces: rest ¼ kP-MULT.

Table 2
Power of selected components of the 130 nm kP design.

130 nm kP MULT ALU 4
registers

Controller BUS

power total, mW 5.40 3.13 0.36 0.62 0.1 0.33
relative to kP
design, %

100 57.9 6.6 11.6 1.9 6.1

area total, mm2 0.28 0.11 0.02 0.04 0.01 0.02
relative to kP
design, %

100 39.2 7.2 15.2 3.6 6.5

Table 3
Power of selected components of the 250 nm kP design.

250 nm kP MULT ALU 4
registers

Controller BUS

power total, mW 40.9 22.40 2.51 5.00 0.83 3.6
relative to kP
design, %

100 54.7 6.1 12.2 2 8.8

area total, mm2 1.38 0.50 0.09 0.23 0.05 0.12
relative to kP
design, %

100 36.1 6.4 16.4 3.4 8.5

Table 4
Pearson Coefficients calculated for the whole kP design and its components.

technology MULT ALU 4 registers together:
X1, X2, Z1, Z2

Controller BUS

250 nm kP 0.51 0.42 0.10 0.42 0.75
130 nm kP 0.66 0.47 0.20 0.23 0.80
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kcandidate27 and kcandidate45 i.e. the MULT in the 250 nm technology design
is not really resistant against the performed horizontal attack;

� The attack results using the PT of the whole kP design and those using
the PT of BUS are very similar, compare black and violet lines.

Table 3 shows the total power and area of selected components in our
basic design for the IHP 250 nm technology and their contributions to the
power and area of the whole kP design.

The similarity of the attack results using the kP and the BUS traces
shows that the activity of the BUS can be the strong SCA leakage source
that causes the high success of the horizontal attacks. To be sure that this
assumption is true we calculated the correlation coefficients between the
PTs of the whole kP design and its components for both technologies.
Table 4 shows the correlation coefficients.

For both technologies, the BUS is an SCA leakage source and in-
fluences the shape of PT of the whole kP design significantly. The Pearson
coefficients are 0.75 and 0.80 for the 250 nm and 130 nm technology,
respectively. But the relative power consumption of the BUS in the kP
design synthesized for the 130 nm technology is less than the one for the
250 nm design: 4% and 9%, respectively (see Tables 2 and 3). Thus, the
activity of the BUS is better hidden or compensated by the other com-
ponents in the 130 nm technology than in the 250 nm design.
Fig. 9. Horizontal attack using the comparison to the mean method: results
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Based on the results shown in Figs. 7–9, Table 2 - Table 4 we assumed
that the activity of the BUS is the main SCA leakage source. If this
assumption is true, the reason why the performed horizontal attack was
successful, is the key-dependent addressing of the components for the
write-to-bus and for the read-from-bus operations. Fig. 10 shows the key-
dependent addressing of components in our basic kP design for the write-
to-bus operation for the main loop of the implemented Montgomery kP
algorithm. The addressing was already shown in Fig. 2.

In sections III and IV we discuss two different strategies to increase
the inherent resistance of the kP design: the possibility of scheduling the
block addressing regularly and reducing the relative contribution of the
BUS to the PT of the whole design by increasing the field multiplier's
contribution.
of the analysis for the whole 250 nm kP design and its components.



Fig. 11. Details about the main loop implementation in our kP design with the regular schedule: the sequences of the numbers show which component writes to the
BUS in each clock cycle of the slots using the processing of key bits ki, with l-3 � i � l-7 as examples.

Fig. 10. Key dependent addressing of components in our basic kP design for the write-to-bus operation.

Fig. 12. Horizontal attack using the comparison to the mean method: results of the analysis for the whole kP design and its BUS for both IHP technologies (design with
the regularized addressing).
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Table 6
Analysis results for the design with the regularized schedule.

design Number of key
candidates
extracted with a
correctness
δ � 90%

Pearson coefficient

kP
design

BUS kP to
BUS

kP to
MULT

250 nm basic design 7 19 0.75 0.51
design with the regular
schedule

1 7 0.69 0.57

130 nm basic design 0 18 0.80 0.66
design with the regular
schedule

0 3 0.66 0.68

Table 5
Power of selected components of kP design with the regular schedule.

power kP MULT ALU 4
registers

Controller BUS

250 nm total, mW 40.7 22.4 2.48 5.02 1.03 3.35
relative to kP
design, %

100 55 6.1 12.4 2.5 8.2

130 nm total, mW 5.40 3.13 0.35 0.62 0.13 0.31
relative to kP
design, %

100 58 6.5 11.6 2.5 5.7
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3. Regular scheduling for the block addressing

In this section we describe shortly the results of our experiments with
the regularization of the component addressing for the kP design. The
new kP design evaluated here differs from our basic design only in its
sequence of addressing components for the write-to-bus operation. Fig.
Fig. 13. Success rate attacking our basic design synthesized for both IHP technologie
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11 shows the addressing sequence for the new design. More designs
implementing the regular addressing of components are described
detailed in Ref. [29]. Our basic design implements the addressing
sequence corresponding to Fig. 10. In our new design the component
with address 0 no longer writes to the BUS. We implemented within a
main loop iteration (i.e. in a slot) an addressing sequence in which
instead of the block with the address 0 the blocks with addresses from 1
up to 11 (1 to B in hexadecimal) are selected always in a fixed sequence,
i.e. one after the other. There are 21 clock cycles with address 0 in our
basic design. This means that in the first main loop iteration that corre-
sponds to the processing of key bit kl-3 the sequence of the block ad-
dresses starts with 1 and ends with 10 (hexadecimal A). In the second
main loop iteration that corresponds to the processing of key bit kl-4 the
sequence is continued starting with 11 (hexadecimal B) and ending with
9. In the third main loop iteration it starts with 10 (hexadecimal A) and
ends with 8, and so on. Thus, in the new design all blocks are addressed
equally often within a kP execution. The addressing sequences for the
first two key bits processed in the main loop (i.e. for different values kl-3
and kl-4) are shown completely in Fig. 11. For the key bits kl-5, kl-6, and kl-7
the beginning of the main loop iteration is shown to illustrate the
implemented regular addressing sequence.

In [29] the kP design with the regular schedule of the component
addressing was ported to an FPGA and the measured traces of the whole
kP design were analysed. Here we analyse the PT simulated for our 250
nm and 130 nm technologies. The analysis of the simulated trace allows
to perform the attack for the individual components of the design as we
have shown in the previous section. We use this to evaluate our as-
sumptions about the reasons of the attack success.

We analysed the traces of the whole kP design and the BUS after
applying the regular schedule and synthesizing it for both IP technolo-
gies. Fig. 12 shows the results of this analysis for the whole kP design (see
solid black line) and for the BUS (see red line).
s: traces of whole kP design, its component MULT, and for the Partial Multiplier.



Fig. 14. Partial Multiplier ikm.

Fig. 15. Partial multipliers implemented using a combination of different multiplication formulae: a) - combi1; b) – combi2.
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Fig. 12 clearly shows that the success of the performed horizontal
attack for the 250 nm technology is significantly reduced for the design
with the regular schedule of addresses in comparison to our basic design
(compare the black dotted and black solid lines in Fig. 12-(a)). Also for
the design in the 130 nm technology, the success rate of the attack
analysing the trace of the BUS is significantly reduced (compare the red
and violet lines in Fig. 12-(b)).

Table 5 shows the total power of selected components and their
contributions to the power of the kP design with the regular schedule for
both IHP technologies.

In comparison to our basic design the absolute and relative power of
the BUS is slightly reduced, compare Table 5 with Tables 2 and 3. Table 6
gives an overview of the number of key candidates, extracted with a
correctness of more than 90% for each design and the Pearson correlation
coefficients between the PT of the whole kP design and the PT of the
component BUS.

Comparing the Pearson coefficients calculated for kP and BUS traces
shows that the regular schedule reduces the influence of the BUS on the
shape of the kP trace, whereby the influence of the MULT is slightly
increased for both technologies, see Table 6. The impact of the change in
the influences is manifested in the reduced success of the performed
horizontal attack.

Please note that in our designs due to the implemented logic not the
complete sequence of the addressing of components can be adapted. This
holds true for the following sequence of clock cycles: 7–10, 16–19,
26–28, 35–37, 43–46, 53-54-1. The 5 key candidates with the highest
correctness obtained using the PT of the new design are 10, 17, 18, 28
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and 45, i.e. they are part of the clock cycle sequences that cannot be
modified. Due to this fact, a significant reduction of the success rate of the
attacks for these clock cycles was not expected. Increasing noise can
reduce the SCA leakage. The noise can be increased using the activity of a
big and resistant component. In our case only the field multiplier can be
such a strong noise source due to the following facts:

� The multiplier is the component that consumes the most energy in the
design and influences the shape of the kP trace significantly.

� The multiplier is always active i.e. consumes energy in each clock
cycle.

� The multiplier's energy consumption in each clock cycle depends on
the multiplication formula applied for the implementation of its main
component i.e. of the Partial Multiplier. There are many MMs and
their combinations for implementing the Partial Multiplier.

In the next section we evaluate this idea.

4. The “most resistant” multiplier

The field multiplier in our basic design synthesized for the IHP 130
nm technology is resistant against the performed horizontal differential
power analysis attack. The resistance of the design obtained using the
same VHDL code synthesized for the IHP 250 nm technology is smaller
than the one of the 130 nm technology. Fig. 13 shows the success rate of
the attack analysing the power trace of the whole kP design, its field
multiplier (i.e. the componentMULT) and the Partial Multiplier that is a



Table 7
Parameters of kP designs with different Partial Multipliers.

Technology Investigated kP designs Field multiplier

name area, mm2 Power
mW

Partial Multiplier area power

Total
mm2

relative to kP design, % totalmW relative to kP design, %

130 nm design1 0.28 5.40 basic 0.11 39.2 3.13 57.9
design2 0.31 7.76 clas 0.14 45.8 5.49 70.8
design3 0.28 5.60 ikm 0.11 39.8 3.33 59.5
design4 0.29 6.01 combi1 0.13 43.1 3.74 62.3
design5 0.29 6.1 combi2 0.13 43.0 3.79 62.5

250 nm design1 1.38 40.9 basic 0.50 36.1 22.4 54.7
design2 1.50 51.1 clas 0.61 41.0 32.6 63.7
design3 1.40 42.7 ikm 0.51 36.7 24.2 56.5
design4 1.46 45.1 combi1 0.58 39.5 26.6 58.8
design5 1.46 46.0 combi2 0.57 39.4 27.4 59.6
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component of the MULT for both technologies, for comparison.
It can be seen in Fig. 13 that the Partial Multiplier is resistant against

the performed attack for the designs synthesized in both technologies. It
processes relatively long operands – the 59 bit long partial multiplicands
– in each clock cycle implemented as a combination of the 2-segment
Karatsuba MM, the 6-segment Winograd MM and the classical MM for
5 bit long operands as described in section II-D. Due to the fact that other
combinations of the MM result in a different area and energy consump-
tion, we assumed that the combination of the MM used for implementing
the Partial Multiplier can have a significant impact on the resistance of
the whole kP design. In this section we investigate this assumption with
the goal do determine the combination of the MM resulting in the “most
secure” field multiplier and kP design.

We implemented 4 additional designs to investigate the impact of the
MM on the success of the horizontal attack. All designs differ from our
basic design only in their Partial Multiplier. In the next subsections we
explain the implementation details of our partial multipliers, give their
parameters such area and average power consumption, and discuss the
results of our attacks.
4.1. Partial multiplier clas

This partial multiplier was implemented using only the classical
multiplication formula, i.e. it implements the following formula:

C¼A ⋅ B ¼
X2n�2

i¼0

ci ⋅ ti; with ci ¼ �
i¼k¼l

ak ⋅ bl;8k; l < n (8)

here n ¼ 59 is the length of the partial multiplicands.
The gate complexity of this multiplier, i.e. the amount of AND and

XOR gates which are necessary to implement its functionality corre-
sponding to formula (8) is n2 AND gates and (n-1)2 XOR gates, i.e.:
GCn¼59 ¼ 3481& þ 3364XOR.
4.2. Partial multiplier ikm

This partial multiplier processing 59 bit long operands was imple-
mented using the 4-segment iterative Karatsuba multiplication formula
for 60-bit long multiplicands. The gate complexity of this multiplier is
GC4m ¼ 9⋅GCm þ (34m-11)XOR. Here m is the length of the segments m ¼
60/4 ¼ 15 and GCm is the gate complexity of the internal m-bit partial
multipliers. In the Partial Multiplier ikm we implemented all 9 internal
15-bit partial multipliers identically. Each of them was again imple-
mented using the 4-segment iterative Karatsuba multiplication formula.
Thus, the 15-bit multiplier consists of 9 internal 4-bit multipliers, each
implemented using the classical multiplication formula (8) with n ¼ 4.
Fig. 14 shows the structure of ikm.
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4.3. Partial multipliers combi1 and combi2

These Partial Multipliers of 59 bit long operands were implemented
as a combination of 3 multiplication formulae: the 3-segment iterative
Winograd MM, the 4-segment iterative Karatsuba MM and the classical
MM. At first the 3-segment iterative WinogradMMwas applied for 60-bit
long operands. This MM defines the number of the internal multipliers:
combi1 and combi2 contain 6 internal multipliers M_1, …,M_6 for 20-bit
long operands. The multipliersM_1,M_5 andM_6 in combi1 are identical
(see blue marked multipliers in Fig. 15-(a)). The multiplier M_5 and M_6
in combi2 are identical to the multiplier M_1 in combi1 and are imple-
mented using the classical MM only (see yellow marked multipliers in
Fig. 15-(a) and b)). The combination of MMs for the implementation of
the multipliers M_1, …,M_4 in combi1 and all multipliers of combi2 was
chosen randomly.

Details about the iterative 4-segment Karatsuba MM and the 3-
segment Winograd MM are given in Ref. [36–38,40]. We do not give
details here for simplifying the reading. Important is only the fact, that
the complexity of the Partial Multipliers is different.

We synthesized the kP designs using the Partial Multipliers described
here for the IHP 130 nm and 250 nm technologies. Table 7 gives a short
overview of the parameters of the kP designs with the different partial
multipliers described here. The goal is to show that the main parameters
of the investigated kP designs such as their area and power are different.

4.4. Analysis results

For both technologies, the 5 implemented Partial Multipliers can be
considered as resistant against our attack due to the fact that the cor-
rectness of all key candidates is smaller than 60%. The graph repre-
senting the success of the attack is similar to the green dotted line in Fig.
13.

Figs. 16 and 17 show the results of the analysis attacking traces of all
implemented kP designs and their field multipliers.

Fig. 16 –(a) clearly shows that the kP design with the Partial Multi-
plier implemented using the classical multiplication formula is the best:
no key candidates are extracted with a correctness higher than 60% (see
dotted black line). Designs with other Partial Multipliers have at least one
key candidate with a correctness of 70%. The resistance of all imple-
mented field multipliers is very high: there are no key candidates with a
correctness higher than 60%, see Fig. 16 –(b).

The correctness of the revealed scalar using traces of the whole kP
design is very high in all investigated cases (Fig. 17-(a)), but the kP
design with the Partial Multiplier that was implemented using the clas-
sical MM is the most resistant one (see dotted black line). Results in Fig.
17-(b) show that the use of the classical MM for implementing the Partial
Multiplier results in the most resistant field multiplier: the success rate of
the attack is reduced from 78% correctness of the best key candidates



Fig. 16. Horizontal DPA attack using the traces of the different kP designs and their field multipliers synthesized for the IHP 130 nm technology.

3 at the maximal clock frequency of 200 MHz our kP accelerator can calculate
about 10 000 kP operations per second (values after synthesis).
4 The annual generation of the Three Gorges Dam power station is 93.5 TWh

[41].
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down to 67%, see correctness of the kcandidate27 .
Thus, for both technologies, the kP design with the partial multiplier

implemented using the classical multiplication formula is the best, i.e. the
correctness of the extracted key candidates for this design (i.e. for the
design3) is significantly smaller than for all other designs.

Additionally, we calculated the Pearson correlation coefficients for
the trace of the whole kP design and traces of the two components: BUS
andMULT. Table 8 shows the correlation coefficients for all 5 designs for
both technologies.

Only for the design with the Partial Multiplier implementing the
classical MM is the correlation coefficient for the whole kP design and its
field multiplier significantly higher than the correlation coefficient of the
kP design and its BUS (see column marked with light green). Thus, the
influence of the resistant component MULT in the design is higher than
the influence of the component BUS that is an SCA leakage source. So,
the activity of the field multiplier hides the activity of the BUS. Fig. 18
shows the mean slot values to explain this. The power profile of the BUS
is the same for all 5 designs within the same technology. The power
profile of the MULT, its fluctuation as well as its relative contribution to
the power consumption of the whole design is different for each design.
Thus, the componentMULT is a kind of inherent countermeasure against
SCA attacks if the Partial Multiplier is implemented using the classical
MM.

The results of the analysis show that the implemented formula for the
partial multiplication has a significant impact on the resistance of the kP
design against horizontal DPA. The kP design with the partial multiplier
that implemented the classical multiplication formula shows the highest
resistance. This is due to the fact that compared to the other designs
investigated, not only the average power consumption of designs with
the classical partial multiplier, but also the amplitude range of the power
trace, is the highest one. Please note that none of the designs with the
different Partial Multipliers has the regular schedule of the addressing of
the components (see Fig. 10).
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5. The “most resistant” multiplier and regular scheduling:
impact of the combination

In this section we describe the results of the analysis attacking our last
kP design. In this design we combined the regular schedule of the block
addressing as described in section III with the most resistant field
multiplier i.e. the Partial Multiplier using the classical multiplication
formula. Table 9 shows the total power of selected components and their
contributions to the power of the kP design for both IHP technologies.

Table 10 gives an overview of the number of key candidates,
extracted with a correctness of more than 70% for each design and the
Pearson correlation coefficients between the PT of the whole kP design
and the PT of the component BUS. Please note that no key candidate with
a correctness higher than 75% was extracted for the design synthesized
for the 250 nm technology. This means that even if the attacker knows on
which positions the key bits can be detected wrong he needs to perform
2(100%–75%)∙233bits�259�(210)6�1018 kP operations for revealing the
correct values on these positions via brute force. Using our specialized
hardware kP accelerator in the IHP 130 nm technology that can calculate
about 10000 kP operations per second3 it needs 1014 s i.e. 3000000 years.
Using 1 billion of such fast devices this task can be performed in 1 day
only. But the energy required for this task is 2 	 1012 J that is the energy
produced by the largest power producing station during 3 min.4 We give
here these estimations to show how costly brute forcing of only a quarter
of the bit values of a 233 bit long key is.

Fig. 19 shows the results of the analysis for all 4 kP designs investi-
gated here. The white dotted line corresponds to our basic design; the



Fig. 17. Horizontal DPA attack using the traces of the different kP designs and their field multipliers synthesized for the IHP 250 nm technology.
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blue dotted line to the design with the regular schedule and the green line
to the design with the “most resistant” multiplier. The solid black line
shows the success of the attack for our last design i.e. for the design
combining the regular schedule with “most resistant” multiplier.

Fig. 19-(a) clearly shows that the success of the performed horizontal
attack for the 250 nm technology is significantly reduced for our last
design, see black line. Only 3 key candidates with a correctness of 71%,
69% and 73% are extracted, see kcandidate20 , kcandidate27 , kcandidate54 . The cor-
rectness of other key candidates is between 50% and 63%. For the design
in 130 nm technology, the success rate of the attack is really small: the
correctness of all key candidates is between 50% and 60%, see black line
in Fig. 19 -(b).

Table 10 shows the number of the key candidates extracted with a
correctness of more than 70% for the kP design in both technologies and
Pearson coefficients between the whole kP design and its BUS and its
MULT respectively.

The comparison of the correlation coefficients for all designs inves-
tigated here shows that in our last design the influence of the BUS is the
smallest one and the influence of the multiplier is the highest one
(compare Table 10, Tables 8 and 6) for both IHP technologies.
Table 8
Pearson Coefficients calculated for the whole kP design and its components BUS and

technology trace of the component trace of the kP design

design1

130 nm BUS 0.80
MULT 0.66

250 nm BUS 0.75
MULT 0.51
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6. Conclusions

In this paper we investigated two different approaches to increase the
inherent resistance of hardware implementations of the scalar point
multiplication for elliptic curve cryptography using the Montgomery al-
gorithm. The Montgomery algorithm is known to be resistant against
simple side channel analysis attacks as the sequence of operations is in-
dependent of the key bit value. But the use of the registers depends on the
key bit value. This dependency can be exploited to reveal the key. Here
we introduced and evaluated the idea of a regular schedule when
addressing different components and registers in the design. Such a
regular schedule helps to reduce the success rate of horizontal differential
power analysis attack significantly i.e. the number of key candidates with
a correctness of more than 90% was reduced from 7 to 1 for the design
synthesized in our 250 nm technology. When only the BUS i.e. the
communication unit inside our design is investigated the regular
schedule reduces the number key candidates with a correctness of more
than 90% from 19 to 1 and from 17 to 0 for the 250 nm and the 130 nm
technology respectively.

In addition, we investigated the impact of the implemented formula
MULT.

design2 design3 design4 design5

0.65 0.79 0.80 0.79
0.88 0.70 0.71 0.73
0.64 0.74 0.74 0.72
0.76 0.56 0.61 0.63



Fig. 18. Mean slot of the traces: kP design, field multiplier MULT, BUS.
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for the partial multiplication on the results of a horizontal DPA attack.We
investigated 5 kP designs synthesized for our two technologies. The de-
signs differ only in their partial multipliers: each multiplier was imple-
mented using a different multiplication formula or a combination of
multiplication methods. Thus, each partial multiplier has its own gate
complexity, structure and circuit. Our experiments show clearly that the
field multiplier with the partial multiplier implemented using the clas-
sical multiplication formula only is the most resistant one against the
performed DPA attack for both gate technologies. Using this partial
multiplier reduces the success rate of the best key candidate from 78%
Table 9
Power of selected components of the kP designs.

power kP MULT ALU 4
registers

Controller BUS

250 nm total, mW 50.9 32.6 2.48 5.02 1.03 3.36
relative to
kP design,
%

100 64 4.9 9.8 2 6.6

130 nm total, mW 7.76 5.49 0.35 0.62 0.13 0.31
relative to
kP design,
%

100 70.8 4.6 8 1.7 4

Table 10
Analysis results for the kP design with the regularized schedule and the “most
resistant” multiplier.

technology Number of key candidates extracted with a
correctness δ � 70%

Pearson coefficient

kP to
BUS

kP to
MULT

250 nm 2 0.53 0.80
130 nm 0 0.48 0.90
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down to 67% attacking traces of the field multiplier.
Combining these two approaches increases the resistance of the kP

design significantly. The combination of the regular schedule with the
most resistant version of the field multiplier ensures that there are only 2
key candidates with a success rate of about 70% for our 250 nm tech-
nology. For the 130 nm technology no key candidate could be revealed
with a correctness of more than 60%.

In order to explain the above-reported effects, we investigated the
contribution of the different components i.e. the partial multipliers as
well as the one of the BUS to the power consumption of the whole kP
design. The regular schedule reduces the influence of the BUS on the
whole kP design represented as Pearson correlation coefficients from
0.75 to 0.69 for the 250 nm technology and from 0.80 to 0.66 for the 130
nm technology. In addition, the influence of the field multiplier is
increased from 0.51 to 0.57 in the 250 nm technology and from 0.66 to
0.68 in 130 nm technology. When the field multiplier is implemented
using the classical multiplication formula the influence of the BUS is
further reduced down to 0.64 and 0.65 in 250 nm and 130 nm technol-
ogies, respectively whereby the influence of the field multiplier is further
increased up to 0.76 and 0.88 in 250 nm and 130 nm technologies,
respectively. The best results are obtained combining of both approaches:
for the 250 nm technology the influence of the BUS is reduced down to
0.53 by increasing of the influence of the field multiplier up to 0.80; for
the 130 nm technology the influence of the BUS is reduced down to 0.48
by increasing of the influence of the field multiplier up to 0.90. As the
field multiplier is by far more resistant against side channel analysis at-
tacks than the whole design, i.e. there is only one key candidate with a
highest correctness of 67% for the 250 nm technology and zero key
candidates with a correctness higher than 60% for the 130 nm technol-
ogy it can be considered as an appropriate means to improve the inherent
resistance of the whole kP design.



Fig. 19. Horizontal attack using the comparison to the mean method: results of the analysis of all investigated here kP designs for both IHP technologies.
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