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Abstract
The Montgomery kP algorithm i.e. the Montgomery ladder is reported in literature as resistant against simple SCA due to the 
fact that the processing of each key bit value of the scalar k is done using the same sequence of operations. We implemented 
the Montgomery kP algorithm using Lopez-Dahab projective coordinates for the NIST elliptic curve B-233. We instantiated 
the same VHDL code for a wide range of clock frequencies for the same target FPGA and using the same compiler options. 
We measured electromagnetic traces of the kP executions using the same input data, i.e. scalar k and elliptic curve point P, 
and measurement setup. Additionally, we synthesized the same VHDL code for two IHP CMOS technologies, for a broad 
spectrum of frequencies. We simulated the power consumption of each synthesized design during an execution of the kP 
operation, always using the same scalar k and elliptic curve point P as inputs. Our experiments clearly show that the suc-
cess of simple electromagnetic analysis attacks against FPGA implementations as well as the one of simple power analysis 
attacks against synthesized ASIC designs depends on the target frequency for which the design was implemented and at 
which it is executed significantly. In our experiments the scalar k was successfully revealed via simple visual inspection of 
the electromagnetic traces of the FPGA for frequencies from 40 to 100 MHz when standard compile options were used as 
well as from 50 MHz up to 240 MHz when performance optimizing compile options were used. We obtained similar results 
attacking the power traces simulated for the ASIC. Despite the significant differences of the here investigated technologies the 
designs’ resistance against the attacks performed is similar: only a few points in the traces represent strong leakage sources 
allowing to reveal the key at very low and very high frequencies. For the “middle” frequencies the number of points which 
allow to successfully reveal the key increases when increasing the frequency.

Keywords Side channel analysis (SCA) attacks · Simple SCA attacks · Electromagnetic analysis (EMA) · Power analysis (PA) · 
Elliptic curve cryptography (ECC) · Montgomery kP · Montgomery ladder · Lopez-Dahab projective coordinates · FPGA · ASIC

1 Introduction

Nowadays elliptic curve cryptography (ECC) is applied for 
the exchange of shared secret keys, as well as for mutual 
authentication of communication partners and for signing 
or verifying of messages. The elliptic curve point multipli-
cation denoted as kP operation is the main and the most 
time consuming operation for ECC. The scalar k is a long 
binary number and P = (x, y) is a point on the selected ellip-
tic curve (EC). Corresponding to the Elliptic Curve Digital 
Signature Algorithm (ECDSA) for the signature generation 
protocol the elliptic curve point multiplication kG has to be 
performed. The EC point G is the base point for the selected 
EC. Its coordinates are public parameters given in [1]. The 
scalar k is a random number. This random number has to be 
kept secret [2], since otherwise the private key of the user 
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applied for the signature generation can be easily calculated 
[3]. In ECDH-based protocols for one-side authentication, 
as for example in [4], the scalar k is the private key in the 
kP operation performed and has to be kept secret. Due to 
these facts we denote the scalar k further also as the key. 
The goal of attackers is to reveal the key i.e. the scalar k. 
The algorithm for the kP calculation has to be fast and resist-
ant against different attacks, including side channel analy-
sis (SCA) attacks. SCA attacks assume that an attacker has 
physical access to the device running the cipher algorithm 
and can measure physical parameters influenced/affected by 
the working chip. These parameters can for example be the 
execution time of the analysed cryptographic operation, the 
energy consumption and its distribution during the execution 
of the operation clock-by-clock, temperature, electromag-
netic emission etc. The physically measureable parameters 
are a kind of “side effects”. Because all these parameters 
depend on the given input and the processed key, these “side 
effects” can be analysed with the goal to reveal the key k. 
The Montgomery kP algorithm using Lopez-Dahab projec-
tive coordinates [5] corresponding to [6] is a bitwise pro-
cessing of the scalar k, see Algorithm 1.

Algorithm 1: Montgomery kP using projective Lopez-Dahab coordinates

Input: k = (kl−1 ... k1 k0)2 with kl−1 = 1, P=(x,y) is a point of EC over GF(2l)
Output: kP = (x1, y1)

1: X1←x, Z1←1, X2←x4+b, Z2←x2 initialization phase
2: for i=l-2 downto 0 do
3: if ki=1
4: T ← Z1,  Z1 ← (X1Z2+X2T)2,  X1 ← xZ1+X1X2TZ2
5: T ← X2,  X2 ← T4+bZ24,  Z2 ← T2Z22

6: else                               main loop 
7: T ← Z2,  Z2 ← (X2Z1+X1T)2,  X2 ← xZ2+X1X2TZ1
8: T ← X1,  X1 ← T4+bZ14,  Z1 ← T2Z12

9: end if
10: end for
11:  x1 ← X1/Z1 conversion of the result back to
12:  y1 ← y + (x+x1)·((X1+xZ1)(X2+xZ2)+(x2+y)(Z1Z2)) / (xZ1Z2)                  affine coordinates;  
13:  return (x1, y1)                       recovering of the y-coordinate

It is the most often implemented algorithm for the kP 
operation for ECs over extended binary Galois fields GF(2 l). 
This algorithm is fast due to the fact that only 6 field mul-
tiplications are performed for the processing of a key bit in 
each iteration of the main loop. Corresponding to this algo-
rithm each key bit is processed with the same type, amount 
and sequence of operations, independently of the key bit’s 
value i.e. this algorithm is regular. This is the reason why 
the Montgomery kP algorithm is referred as resistant against 
simple SCA attacks in the literature, see for example [7, 8]. 
Well-known and obvious is the fact that the Montgomery 
kP algorithm using Lopez-Dahab projective coordinates 
contains many key dependent write-to-register operations. 
The assertion that the Montgomery kP algorithm is resist-
ant against simple side channel analysis attacks is based on 
the assumption that an attacker cannot distinguish which 
of the registers is used by a visual inspection of the meas-
ured power or electromagnetic trace. The key dependent 
use of registers in the algorithm is known as its address-bit 

vulnerability. The first successful vertical attack (i.e. using 
many recorded traces) exploiting this vulnerability was pub-
lished by Itoh et al. in 2002 [9] and is known as Address Bit 
Differential Power Analysis (DPA) attack. A horizontal (i.e. 
single-trace attack) Address Bit DPA was published in [10].

This paper is based on an earlier version published at 
[11]. In [11] the following points were addressed:

• porting our implementation of the Montgomery kP algo-
rithm – always the same code – to an FPGA for a wide 
range of different target frequencies using two different 
compiling options;

• implementing an automated simple SCA attack and 
applying it against electromagnetic traces measured at 
our 12 FPGA implementations of the Montgomery kP 
algorithm;

• demonstrating that the resistance of the designs against 
simple SCA depends significantly on the target frequency 
for which the design was synthesized and at which it was 
run i.e. the scalar k was successfully revealed for designs 
synthesized for frequencies of 50 MHz or higher.

  In this papers we investigate additionally if the resist-
ance of our design depends on the target frequency for 
an ASIC implementation i.e. if similar effects as those 
observed for FPGAs can as well be observed for ASIC 
implementations. So we:

• synthesized our kP design –for 16 target frequencies for 
the IHP 250 nm gate library and for 20 target frequencies 
for the IHP 130 nm gate library;

• applied our automated simple SCA analysis attack, origi-
nally published in [11] against simulated power traces of 
kP executions for the above mentioned 36 synthesized 
designs;

• show that the resistance of the synthesized ASICs against 
simple SCA depends significantly on the target frequency 
for which the designs were synthesized, i.e. we observed 
similar effects as for the FPGA implementations.

Please note that different technologies such as FPGAs and 
ASICs may have different characteristics when it comes to 
leakage, i.e. analyzing the behavior of ASICs is essentially 
needed to get a better understanding whether or not the leak-
age detected in the FPGA implementation can be found in 
ASIC implementations as well. So, we show that the leak-
age is not related to the application of an FPGA but that it is 
observable in ASICs as well.

The rest of this paper is structured as follows. In section 
II we describe our implementation of the Montgomery kP 
algorithm and its vulnerability to horizontal differential SCA 
attacks as well as its regularity that is a basis for resistance 
against simple SCA attacks. In section III we describe our 
setup for measuring electromagnetic traces on the attacked 
FPGA and give examples of the measured traces. In section 
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IV we explain how we automated the simple side channel 
analysis attack and evaluated the results of the attacks per-
formed against the FPGA implementations for different target 
frequencies. In section V we describe the parameters of the 
designs synthesized for both IHP technologies, give details 
about the simulation of power traces and present the results 
of the performed attacks. Conclusions are given in section VI.

2  Our Implementation of the Montgomery 
kP

Our design is a hardware accelerator for the elliptic curve point 
multiplication for the NIST Elliptic Curve B-233 [1] i.e. it per-
forms only a kP operation. The scalar k is an up to 233 bit long 
binary number and P = (x, y) is a point on EC B-233. The coor-
dinates x and y are elements of the extended binary Galois field 
GF(2233) with the irreducible polynomial f(t) = t233 + t74 + 1 and 
can be represented as 233 bit long binary numbers. Implement-
ing Algorithm 1 in hardware allows to reveal the second most 
significant bit kl-2 always via simple SCA. This is due to the 
fact that the initialization phase in Algorithm 1 contains ini-
tializing register Z1 with the integer value 1: Z1 ← 1 (see line 
1 in Algorithm 1). Thus, the number of field multiplications 
with the multiplicand’s value 1 depends on the key bit value 
processed in the main loop of the algorithm:

– If kl-2 is’1’ two multiplications with the multiplicand 
T = Z1 = 1 has to be performed (see line 4 in Algo-
rithm 1).

– If kl-2 is’0’ four such special multiplications are per-
formed with the multiplicand Z1 = 1, or Z1

2 =1, or Z1
4 

=1 (see lines 7 and 8 in Algorithm 1).

A field multiplication with such a special operand con-
sumes significantly less energy than a multiplication with 
usual operands and can easily be seen in the power traces if 
performed, i.e. the processing of the kl-2 = 1 is distinguish-
able from the processing of the kl-2 = 0.

To avoid the successful revealing of kl-2 we imple-
mented Algorithm 2 based on publications [12, 13] i.e. 
we implemented a modified version of Algorithm 1. The 
modification done in Algorithm 2 in comparison to the 
Algorithm 1 refers to the initialization phase and the pro-
cessing of kl−2. The operation flow for processing kl−2 
(see lines 2–8 in Algorithm 2) differs from the operation 
flow in the main loop (see lines 9–17). The processing of 
key bit kl−2 consists of 5 multiplications, 5 squarings, 3 
additions and 8 write to register operations, independent 
of the value of kl−2. Two dummy multiplications and two 
dummy squarings are performed for kl−2 = 0 (see line 7, 
operations U ← bX2

4 and U ← TX2). In case kl−2 = 1, one 
dummy write to register operation is necessary (see line 3 

the operation: T ← Z2). No operations are performed with 
an operand with the integer value 1.

Algorithm 2: Montgomery kP using projective Lopez-Dahab coordinates

with processing of kl-2 before the main loop

Input: k = (kl−1 ... k1 k0)2 with kl−1 = 1, P=(x,y) is a point of EC over GF(2l)
Output: kP = (x1, y1) shortened initialization phase: 

1: X1←x, X2←x4+b, Z2←x2 the initialization of register Z1←1 
is not performed

2: if kl-2=1
3: T ← Z2, Z1 ← (X1Z2+X2)2,  X1 ← xZ1+X1X2Z2
4: T ← X2,  U ← bZ24, X2 ← X24+U,  U ← TZ2, Z2 ← U2

5: else                                                                                           processing of kl-2:

6: T ← Z2,  Z2 ← (X1Z2+X2)2,  X2 ← xZ2+X1X2T the sequence of operations 
7: T ← X1,  U ← bX24, X1 ← X1 4+b,  U ← TX2, Z1 ← T2 differs from that
8: end if in the main loop

9: for i=l-3 downto 0 do
10: if ki=1
11: T ← Z1,  Z1 ← (X1Z2+X2T)2,  X1 ← xZ1+X1X2TZ2
12: T ← X2,  X2 ← T4+bZ24,  Z2 ← T2Z22

13: else                                                         main loop 
14 T ← Z2,  Z2 ← (X2Z1+X1T)2,  X2 ← xZ2+X1X2TZ1
15: T ← X1, X1 ← T4+bZ14,  Z1 ← T2Z12

16: end if
17: end for

18:  x1 ← X1/Z1 conversion of the result back to
19:  y1 ← y+(x+x1)[(X1+xZ1)(X2+xZ2)+(x2+y)(Z1Z2)] / (xZ1Z2)     affine coordinates;  
20:  return (x1, y1)                       recovering of the y-coordinate

The structure of our design is shown in Fig. 1.
Our design consists of the following blocks:

• ALU executes addition and squaring in GF(2233);
• MULT performs the field multiplications;
• CONTROLLER manages the operation flow including 

storing the data into registers as well as reading it from 
the registers;

• BUS implements the data exchange between the blocks 
corresponding to the control signals from the CON-
TROLLER;

• 9 REGISTERS for the storing of input, output and 
intermediate data;

• INTERFACE for exchanging input/output data; the 
input data are the value of the scalar k and the affine 
coordinates of the EC point P to be processed and the 
output data are the affine coordinates of the kP result.

Figure 2 illustrates the processing sequence in the main 
loop of Algorithm 2.

In Algorithm 2 each bit of the scalar k is processed 
using 6 field multiplications (denoted as M1, M2, M3, M4, 
M5 and M6 in Fig. 2), 5 field squarings, 3 field additions 
and write to register operations. The block MULT takes 
two clock cycles for obtaining both multiplicands and 9 
clock cycles to calculate a field product corresponding to 
the 4-segment Karatsuba multiplication method [14]. The 
intermediate values and the end results are stored into reg-
isters. The blocks ALU and MULT have internal registers. 
ALU has 1 register, MULT has 3 internal registers for 
storing of input, output and intermediate values. Each of 
these two blocks has its own GF(2233) field reduction unit.
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All blocks including the registers can write their outputs to 
the BUS that is realized as a multiplexer. It consists of many 
logic gates that react on the address given by the Controller. 
The block Controller controls the data flow between the other 
blocks and defines which operation has to be performed in the 
current clock cycle. The write to BUS operation connects the 
output of the addressed block to the inputs of all other blocks. 
By the read from BUS operation only the addressed block 
accepts the values on its input as data for processing. Figure 2 
shows the processing sequence in the main loop of our imple-
mentation providing details about activities of each block.

The rectangles in Fig. 2 represent different activities in 
our ECC design:

• red rectangles show the activity of the field multiplier;
• yellow rectangles show the squaring operation in the 

ALU;
• blue rectangles show the field addition in the ALU;
• small green squares correspond to the addressing of 

blocks for the read from BUS operation;

• grey squares represent the storing operation in registers.

Rectangles that are horizontally aligned are processed in par-
allel i.e. in the same clock cycle. The column denoted “clock 
cycle” shows the number of the clock cycles. In our implementa-
tion the main loop requires 54 clock cycles only. Our implemen-
tation is described in more detail in [15] and [16]. In this work 
we concentrate on exploiting its vulnerabilities by horizontal 
SCA attacks. Since the use of registers in the Montgomery kP 
algorithm depends on the value of the processed bit ki of the 
scalar k, horizontal differential SCA attacks can be successful. 
Due to the nature of this SCA leakage – the addressing of the 
registers/blocks – this kind of attacks was denoted as horizontal 
bus and address bit DPA in [10]. Please note that in Fig. 2 the key 
dependent addressing of the blocks for the write to BUS and for 
the read from BUS operations are shown for each clock cycle in 
our implementation using solid dots in red and black respectively.

The red dots in the “write to BUS” and “read from BUS” 
columns in Fig. 2 mark strong SCA leakage sources. For 
example in clock cycle 3 register Z2 has to write its content 

Fig. 1  Structure of our kP 
design displaying all compo-
nents
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Fig. 2  Processing sequence in 
the main loop of our imple-
mentation providing details 
about activities of each block 
and SCA-critical addressing 
of the blocks. Red rectangles 
show the activity of the field 
multiplier, yellow rectangles 
show the squaring operation in 
the ALU, blue rectangles show 
the field addition in the ALU, 
small green squares correspond 
to the addressing of blocks for 
the read from BUS operation 
and grey squares represent the 
storing the data into registers
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to the BUS if ki = 1. If ki = 0 register Z1 is selected to write its 
content to the BUS. This fact is denoted using the red point 
in the “write to BUS” column in clock cycle number 3. In 
the same clock cycle the block ALU reads the value from the 
BUS. This operation is performed independent of the key bit 
value which is the reason why the cell in the column “read 
from BUS” in clock cycle 3 is empty. The black dots represent 
a more complex dependence of the block addressing. It takes 
not only the currently processed key bit value into account but 
also its previous value i.e. the black dots denote less strong 
SCA leakage sources than the red dots do. The BUS reacts on 
the key dependent address of blocks selected for the write to 
BUS operation: the BUS consumes a key bit value dependent 
energy in the clock cycles marked with the red or black dots 
as well as in the immediately following clock cycles. Similar 
processes occur for the read from BUS operations. The clock 
cycles with key dependent addressing are denoted by a light 
yellow background in Fig. 2. A statistical analysis of the power 
consumption or electromagnetic emanation of the design in 
these clock cycles can be exploited for successfully revealing 
the key. But such attacks are classified as differential SCA, not 
as a simple SCA attacks. It is expected that simple analysis of 
traces i.e. attacks using simple visual inspection of traces will 
not provide reasonably good key extraction results.

3  Measurement Details

The design described in the previous section was synthe-
sized for the Arty Z7-20 board with a Zynq SoC (xc7z-
020clg400-1) using Vivado 2018.3 for 7 different clock fre-
quencies: 10 MHz, 50 MHz, 100 MHz, 160 MHz, 200 MHz, 
240 MHz and 250 MHz. The default synthesis/implemen-
tation strategies allow to get the design with a maximum 
operating frequency of 200 MHz [17].

We applied the “Flow_PerfOptimized_high” synthesis 
strategy and “Performance_ExplorePostRoutePhysOpt” imple-
mentation strategy in order to make it working faster. The main 
parameters of the synthesized designs are shown in the Table 1.

We performed a functionality test and measurements of 
the electromagnetic emanation of the kP executions using 
always the same input data i.e. with the same scalar k and  
the same EC point P. The success of simple SCA attacks1 
will be especially high if the key consists of the same number  
of ‘0’ and ‘1’ bits. We proved this fact on different keys  
experimentally. In this work, we demonstrated our investiga-
tions on the example of a single key.

In all the cases, except for the highest clock frequency of 
250 MHz, the result of the kP operation was calculated correctly.

We performed simple EMA attacks for the properly func-
tioning designs only, i.e. we excluded the design synthesized 
for 250 MHz from our experiments. For each of the 6 designs 
we captured an electromagnetic trace during one kP execution 
using the near-field probe MFA-R 0.2–75 from Langer and a 
LeCroy HDO9404-MS oscilloscope with a maximum sampling 
rate of 40 GS/s. The measurement setup is shown in Fig. 3.

Approximate times for the kP execution and the param-
eters of the measurement setup are given in Table 2.

The design operating at a frequency of 240 MHz allows 
us to perform about 18,500 scalar multiplications per second 
for the elliptic curve B-233. The screenshots of the captured 
traces for the six investigated designs are shown in Fig. 4.

The zoomed-in part on each oscillogram represents a frag-
ment of a trace in which about 9 key bits are processed in the 
main loop. When capturing the traces we used different sam-
pling rates for different designs in order to assure a fair assess-
ment of the attack results. This led to a similar amount of 
samples captured per clock cycle for all frequencies.2 As it can 
be seen in Fig. 4, the shape of the measured trace as well as 
its amplitude depend significantly on the running frequency.

4  Automated Simple EMA Attack

We concentrate in this paper on horizontal analysis attacks 
that are also called single-trace attacks. Here we performed 
an automated simple analysis attack. In [10] horizontal dif-
ferential analysis attacks are described. The difference to 
[10] is that in this paper we do not calculate any statistical 
parameters such a mean value, variation, etc. The difference 
to usual simple analysis attacks is that we automated our 
attack with the goal to make the attack effective and fast.

Table 1  Main parameters of designs synthesized for optimized per-
formance

Design frequency, 
MHz

LUTs as logic out of 
53,200 (utilization in %)

Slice Registers out of 
106,400 (utilization 
in %)

10 5831 (10.96%) 3706 (3.48%)
50 5829 (10.96%) 3706 (3.48%)
100 5833 (10.96%) 3706 (3.48%)
160 5963 (11.21%) 3756 (3.53%)
200 6009 (11.30%) 3750 (3.52%)
240 5989 (11.26%) 3735 (3.51%)
250 6037 (11.35%) 3776 (3.55%)

1 Please recall that simple SCA attacks always use only a single 
trace.

2 We attempted to perform a fair assessment for the simulated as well 
as for the measured data. So we tried to achieve the same number of 
samples per processed key for all the simulated cases. In addition we 
wanted to get as close as possible to the sampling rate applied during 
our measurements, also to ensure fair comparison. Even though over-
sampling may not bring much benefit it does not cause harm. Under-
sampling however may cause information to be missed.
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Usually, when running simple power analysis (SPA) or sim-
ple electromagnetic analysis (SEMA) the attacker assumes that 
the attacked design is a bitwise processing of the secret binary 
number i.e. the key, whereby the processing of a key bit value 
‘0’ differs from the processing of a key bit value ‘1’.

Fig. 3  Device under attack – (a) Arty Z7 board from Digilent with a 
Zynq SoC (highlighted by the red rectangle) and (b) the measurement 
place (decoupling capacitor for the FPGA core logic) on the back side 
of the board

Table 2  Measurement parameters and kP execution time

Design 
frequency, 
MHz

Sampling 
rate, GS/s

Samples/
clock 
cycle

Approximate 
kP execution 
time, µs

Number of kP 
operations per 
second

10 2.5 250 1300 769
50 10 200 260 3846
100 20 200 130 7692
160 40 250 81 12,345
200 40 200 65 15,384
240 40  ~166.7 54 18,518

Fig. 4  Screenshots of the captured traces of the kP execution of the 
designs running at 10 MHz (a), 50 MHz (b), 100 MHz (c), 160 MHz 
(d), 200 MHz (e), 240 MHz (f) clock frequencies
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Due to these assumptions the attacker can apply the fol-
lowing principles in simple analysis attacks:

• The shapes of the processing of key bit values ‘0’ look 
similar to each other;

• The shapes of the processing of key bit values ‘1’ look 
similar to each other;

• The shapes of the processing of key bit values ‘0’ are 
distinguishable from the shapes of the processing of key 
bit values ‘1’ using simple visual inspection;

• The analysed trace is a set of two different kinds of 
shapes i.e. a sequence of ‘0’-shapes and ‘1’-shapes;

• The correctly recognized/extracted/revealed sequence of 
‘0’- and ‘1’-shapes corresponds to the used secret i.e. to 
the scalar k.

Thus, when executing a simple analysis attack the attacker 
looks at the measured trace and tries to apply the above listed 
principles i.e. the instruments used for the analysis are the eyes 
of the attacker and his natural intelligence. Due to this fact, the 
success of simple analysis attacks depends directly on the distin-
guishability of the ‘0’- and ‘1’-shapes. If the difference is signifi-
cant and can be easily seen the sequence of the shapes in the trace 
is clear. The key candidate extracted using this clear sequence 
matches with the real processed key 100% i.e. all bits of the key 
are revealed correctly. The number of correctly revealed key 
bits can be used as a criterion of the success of the attack if the 
attacker knows the actual processed key k = kl-1kl-2…k1k0. Here l 
is the length of the key k. The attacker knows the processed scalar 
only if he analyses the trace measured during signature verifi-
cation corresponding to ECDSA. This is feasible as the scalars 
processed when verifying a signature are not secret, i.e. they can 
be derived from a part of the signature transmitted as a plain text.

Designers (and we too) can use their knowledge about the 
scalar processed for testing the resistance of their designs 
i.e. we compare each extracted key candidate kcandidate with 
the processed key k. The correctness δ1 can be expressed for 
each extracted key candidate as the relative number of the 
bits correctly revealed:

Please note that the case δ1 = 0% means that the evaluated 
key candidate is completely wrong and that the opposite (i.e. the 
inverted) key candidate will be 100% correct.3 Taking this 

(1)�1 =
#correct_extracted_bits

(
k
candidate

)

l
⋅ 100%

 fact into account we can calculate the correctness for each key 
candidate as a value between 50 and 100% as follow:

The best key candidate is then the one with the maximal 
correctness. We apply this maximal correctness for evaluat-
ing the success of the performed attack. For example if we 
obtain a large set of key candidates and only one of them 
has a correctness of 100% it means the attack was 100% suc-
cessful because the processed key was completely revealed.

It is obvious that the success of the simple analysis attack 
depends extremely on the length of the analysed trace, distin-
guishability of ‘0’- and ‘1’-shapes in the trace as well as on 
the experience of the attacker, whereby the more regular the 
implemented algorithm is the less distinguishable are ‘0’- and 
‘1’-shapes. Even in case of white box cryptography i.e. if a 
designer with the full knowledge of the implementation details 
and the processed key tries to perform a simple analysis attack, 
the simple analysis attack can be a complex task. This can be 
illustrated using parts of the traces shown in Fig. 4. In the first 
step the attacker tries to separate the trace into slots i.e. into 
parts that correspond to the processing of a single key bit. 
The separation of the trace into slots can be a complex and 
non-trivial task, especially for non-experts, see for example 
the zoomed-in traces shown in Fig. 4a, b. This task is more 
easy for the zoomed-in traces shown in Fig. 4d, f. If slots are 
successfully separated the attacker tries to classify them into 
“similar” and “different” slots i.e. the attacker compares the 
slots with each other and then extracts the sequence of ‘0’- and 
‘1’-shapes.

Figure 5 shows the zoomed-in traces shown in Fig. 4d, f 
separated into slots as well as the processed key bit values.

After splitting the traces into slots the ‘0’- and ‘1’-shapes 
in the lower trace in Fig. 5 can be easily distinguished from 
each other. The distinguishability “symptoms” are in the 
middle of the slots (see black circles in Fig. 5) and at the 
end of the slots (see green rectangles in Fig. 5).

Please note that our design – i.e. the VHDL code imple-
menting the algorithm – is highly regular, see details in sec-
tion II. The successful simple analysis attack was not expected 
and was highly surprising. Working on a fast FPGA imple-
mentation of the Montgomery kP algorithm we synthesized 
and analysed the design for the highest frequency 240 MHz 
first. After a successful SEMA attack we decided to evaluate 
the resistance of the same VHDL implementation synthesized 
for other frequencies. Thus, we synthesized the design for 5 
different frequencies. To be sure that the SEMA is success-
ful and to accelerate the attack we automated the analysis. 
We separated the analysed trace into slots and overlapped all 
shapes in MatLab, whereby we marked all ‘0’-shapes blue 
and all ‘1’-shapes orange, see Fig. 6. Each slot contains 9000 
samples for the trace of the 240 MHz design.

(2)� = 50% + |50% − �1|

3 Designers perform attacks with the goal to determine leakage 
sources. A key candidate extracted with a correctness of 100% as 
well as a key candidates extracted with a correctness of 0% are clear 
markers for a strong side channel leakage. Thus, we “inverted” the 
key candidates with a correctness < 50% and used only the “shorted” 
range [50%, 100%] for the evaluation of the attack success.
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Figure 6 illustrates how different ‘0’- and ‘1’-shapes 
are. The distinguishability “symptoms” can also be easily 
seen in the middle and at the end of the slots. Moreo-
ver, there are parts in the slots in which the set of all ‘0’- 
shapes is completely separated from the set of ‘1’-shapes. 
These parts are marked with black rectangles in Fig. 6 and 
are shown zoomed-in in the upper part of Fig. 6. We used 
the fact that the set of all ‘0’- shapes is completely sepa-
rated from the set of ‘1’-shapes for automating the analy-
sis i.e. we programmed the recognition of such “gaps” 
between the sets of blue and orange lines. Each sample 
with such a “gap” allows to clearly distinguish all key bits 
‘0’ from all key bits ‘1’ which causes the 100% success 
of the attack i.e. the number of samples with “gaps” cor-
responds to the number of key candidates with a correct-
ness δ = 100%. Due to this fact we define the following 
additional evaluation criteria for a successful attack:

• number of samples with “gaps”
• maximal “gap” distance

Table  3 shows the results of our automated simple 
attack performed against each design synthesized apply-
ing performance optimizing compile options.

We repeated the attack against traces obtained for 
designs with default synthesis/implementation strategies 
for clock frequencies up to 100 MHz to confirm that the 
attack success does not significantly depend on the applied 
strategies. Table 4 shows the results of our automated sim-
ple attack performed against each design synthesized with 
the default options.

The parameters of the designs synthesized for the 
default strategies are shown in the Table 5.

As it can be seen, the utilization of FPGA resources when 
applying default strategies is almost the same as for perfor-
mance optimized strategies.

Figure 7 represents graphically the data given in Tables 3 
and 4, i.e. it shows the number of key candidates with cor-
rectness δ = 100% for all designs attacked.

Results shown in Tables 3 and 4; Fig. 7 should alarm all 
designers: the Montgomery kP algorithm that is due to its 
regularity in the literature declared as resistant against sim-
ple SCA is not resistant against simple automated analysis 
for almost all investigated frequencies. This fact has to be 
taken into account i.e. designers have to evaluate the resist-
ance of their implementations for each target frequency in 
order to know for sure how vulnerable their implementa-
tions are.

Fig. 5  Zoomed-in traces shown in Fig. 4d, f separated into slots and 
the processed key bit values

Fig. 6  Trace of the design synthesized for and running at a 240 MHz 
clock frequency: the trace was partitioned into slots; all shapes were 
overlapped; all ‘0’-shapes are marked blue; all ‘1’-shapes are marked 
orange. The dark blue line represents the mean line for all blue lines; 
the red line line represents the mean line for all orange lines

Table 3  Results of automated SEMA attack against performance 
optimized designs

Frequency, 
MHz

samples per 
slot: N

number of samples with „gaps“, 
i.e. number of key candidates 
with correctness δ = 100%

max „gap“ 
distance, V

as a number n as a relative 
number n/N, %

10 13,500 0 0% 0
50 10,800 40 0.37% 0.00616
100 10,800 126 1.17% 0.00983
160 13,500 296 2.19% 0.00451
200 10,800 192 1.78% 0.00274
240 9000 304 3.38% 0.01649

Table 4  Attack results for designs with default compile options

Frequency, 
MHz

samples per 
slot: N

number of samples with 
„gaps“, i.e. number of key 
candidates with correctness 
δ = 100%

max „gap“ 
distance, V

as a number n as a relative 
number n/N

10 13,500 0 0% 0
20 13,500 0 0% 0
40 13,500 7 0.05% 0.00428
50 10,800 18 0.17% 0.00368
80 13,500 78 0.58% 0.01053
100 10,800 107 0.99% 0.00554
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5  Attacking Asic Designs

We decided to perform additional investigations for our 
design when synthesized as an ASIC with the goal to 
investigate if the dependence of the design resistance 
from the target frequency is observable on platforms other 
than FPGAs. We synthesized the design described in sec-
tion II for different frequencies using the gate library for 
the IHP 130 nm and the IHP 250 nm CMOS technolo-
gies [18]. For the synthesis we used Synopsys (version 
K-2015.06-SP2) with the simple compile option. There-
fore, the logic-level and gate-level synthesis of the design 
as well as its optimization were performed with the goal 
to achieve the smallest possible chip area for the given 
timing requirements. For the simulation we used NC Sim 
from Cadence (version 12.10-s003) and all the power 
traces were simulated with a PrimeTime suite from Syn-
opsys (version Q-2019.12-SP1).

In contrast to the measured traces, where only the 
current value is recorded, power traces simulated for a 
selected time step contain the mean value of the power 
consumed in the time step. In other words, the energy of 
gate switching is”accumulated” over each time interval 
equal to the simulation step and represented as the mean 
power for such a time step. Thus, the simulated traces have 
no information losses.

In our simulations we decided to apply a different time 
step depending on the target design frequency with the 
goal to have the same number of simulated points per clock 
cycle for each frequency. The derived simulation time step 
and corresponding values for the consumed power were 
obtained from the applied fine-grained simulation step by 
compressing/integrating of simulated values. We selected 
250 samples per clock cycle as a representative number 
that we can derive for each of investigated traces. By using 
250 derived simulated values for a single clock cycle we 
obtained 13,500 simulated values per slot for each of the 
investigated frequencies. This allows us to perform a fair 
comparison of the attack results obtained by using the 
traces measured on FPGA and simulated for an ASIC.

Parameters of the designs synthesized for the IHP 
250 nm and 130 nm technologies are given in Tables 6 

Table 5  Main parameters of the designs synthesized for default  
strategies

Design frequency, 
MHz

LUTs as logic out of 
53,200 (utilization 
in %)

Slice Registers out of 
106,400 (utilization 
in %)

10 5833 (10.96%) 3706 (3.48%)
20 5834 (10.97%)
40 5833 (10.96%)
50 5831 (10.96%)
80 5834 (10.97%)
100 5833 (10.96%)

Fig. 7  Graphical representation 
of the attack results given in 
Tables 3 and 4

Table 6  Parameters of the synthesized designs for the 250 nm tech-
nology

Clock 
cycle 
period, ns

Derived 
simulation 
step, ps

Design 
frequency, 
MHz

Design area, 
 mm2

Total 
Power, 
mW

250 1000 4 1.384175 4.92
100 400 10 1.384267 12.3
50 200 20 1.384246 24.6
25 100 40 1.384422 49.0
20 80 50 1.384408 61.4
12.5 50 80 1.384507 98.6
10 40 100 1.384344 123
8 32 125 1.385255 156
7 28  ~143 1.385452 175
6.25 25 160 1.387625 194
6 24  ~167 1.388599 203
5.5 22  ~182 1.394378 224
5 20 200 1.399261 256
4.5 18  ~222 1.413831 294
4 16 250 1.435373 339
3.5 14  ~286 1.559121 414
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and 7, respectively. The maximum achieved operating 
frequency for the design synthesized for the 250 nm 
technology is close to 286  MHz (3.5  ns clock cycle 
period), meanwhile it is 400  MHz for the 130  nm 
technology.

Figure 8 shows several clock cycles of the power traces 
synthesized for the designs with a 4 MHz operating fre-
quency for the 130 nm technology (green line) and the 
250 nm technology (blue line), as well as a zoomed-in 
part of a single clock cycle for each of the technologies. 
As the 130 nm technology is faster than the 250 nm one, 
the switching of gates for the 130 nm stops earlier com-
pared to the 250 nm technology, which can be seen in the 
zoomed-in part.

We performed automated simple power analysis attacks 
against all the traces simulated for both IHP technologies, 
exactly in the same way as described in Section IV. Attack 
results are given in Table 8. 

Figure  9 represents graphically the data given in 
Tables 8 and 3, i.e. it shows the relative number of key 
candidates with correctness δ = 100% for all attacked ASIC 
designs and FPGA designs with applied performance strat-
egies. As the maximum relative number of samples with 
“gaps” for 130 nm technology is less than 1%, Fig. 10 rep-
resents graphically the data from Table 8 using different 
scales of the axis for the 250 nm and the 130 nm technol-
ogy, respectively.

The interesting fact is that the correctness of keys 
revealed shows the same trend for the FPGA and ASIC 
designs in the 250 nm technology in the frequency range 
of up to 200  MHz. The number of points in an ana-
lysed trace, which are strong leakage sources allowing 
to reveal the key, is increasing for the frequencies up 
to 160 MHz and starts to decrease in the frequencies 
interval from 160 to 200 MHz. For the 130 nm technol-
ogy the maximum number of such points is achieved at 
366 MHz frequency and is decreasing significantly at 
400 MHz.

The reduced number of points representing strong leak-
age for the 130 nm technology compared to the 250 nm 
technology may be explained not only by the use of dif-
ferent technologies but also by the fact, that 130 nm tech-
nology is significantly faster, i.e. the time in each clock 
cycle that corresponds to the active gate switching is by 
far shorter for the 130 nm technology than the one for the 
250 nm. Therefore, the effective number of simulated values 
where the gates are switching is less for the 130 nm than for 
the 250 nm technology (see zoomed-in part of the Fig. 8).

Table 7  Parameters of the synthesized designs for the 130 nm tech-
nology

Clock cycle 
period, ns

Derived 
simulation 
step, ps

Design 
frequency, 
MHz

Design 
area,  mm2

Total Power, 
mW

250 1000 4 0. 275,368 0.649
100 400 10 0. 275,361 1.62
50 200 20 0. 275,368 3.24
25 100 40 0. 275,368 6.47
20 80 50 0. 275,368 8.09
12.5 50 80 0. 275,377 12.9
10 40 100 0. 275,375 16.2
8 32 125 0. 275,375 20.1
7 28  ~143 0. 275,375 23.0
6.25 25 160 0. 275,375 25.8
6 24  ~167 0. 275,375 26.8
5.5 22  ~182 0. 275,380 29.3
5 20 200 0. 275,380 32.4
4.5 18  ~222 0. 275,456 35.9
4 16 250 0. 275,480 40.8
3.5 14  ~286 0. 276,043 46.6
3.25 13  ~308 0. 277,974 49.9
3 12  ~333 0. 280,316 54.5
2.75 11  ~364 0. 284,981 59.9
2.5 10 400 0. 295,053 66.8

Fig. 8  A part of the power traces synthesized for the IHP 130  nm 
(green line) and the IHP 250 nm (blue line) technologies and 4 MHz 
operating frequency
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Table 8  Attack results for the 
ASIC designs

Frequency, MHz samples per slot: N number of samples with „gaps“, i.e. number of key candidates 
with correctness δ = 100%

for the 250 nm technology for the 130 nm technology

as a number n as a relative 
number n/N, %

as a number n as a relative 
number n/N, 
%

4 13,500 14 0.103704 0 0
10 71 0.525926 0 0
20 143 1.059259 2 0.014815
40 221 1.637037 4 0.02963
50 299 2.214815 4 0.02963
80 464 3.437037 7 0.051852
100 625 4.62963 11 0.081481
125 771 5.711111 14 0.103704

 ~143 853 6.318519 18 0.133333
160 998 7.392593 16 0.118519

 ~166 960 7.111111 17 0.125926
 ~182 893 6.614815 20 0.148148

200 526 3.896296 31 0.22963
 ~222 514 3.807407 28 0.207407

250 95 0.703704 26 0.192593
 ~286 45 0.333333 39 0.288889
 ~308 n/a n/a 40 0.296296
 ~333 n/a n/a 45 0.333333
 ~364 n/a n/a 79 0.585185

400 n/a n/a 17 0.125926

Fig. 9  Graphical representation 
of the attack results given in 
Tables 3 and 8
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6  Conclusions

In this paper we reported on a serious issue concerning the 
SCA resistance of the Montgomery algorithm, i.e. its vulner-
ability at a certain interval of frequencies that we call “mid-
dle” frequencies. This is especially important because the lit-
erature reports that this algorithm is resistant against simple 
side channel analysis attacks. We recorded electromagnetic 
traces of our own Montgomery implementation that for sure 
adheres to the regularity principle. We even could extract a 
key correctly by optical inspection for designs running on an 
FPGA at higher frequencies. In order to speed up the analysis 
process we automatized the simple side channel analysis. In 
addition we synthesized our design for frequencies from 10 
to 240 MHz using performance optimization compile options 
and for 10 to 100 MHz with standard compile options. In 
both sets of traces, we were able to reveal the key completely, 
i.e. to extract key candidates with a correctness of 100% for 
designs running above 50 MHz and above 40 MHz, respec-
tively. The number of key candidates with a correctness of 
100% rises with the frequency at which the design is running 
from 7 at 40 MHz to 107 at 100 MHz for standard compile 
options. The performance optimized versions show the same 
trend with 40 correctly extracted key candidates at 50 MHz 
and up to 304 at 240 MHz. Please note that the vulnerabili-
ties were detected at the frequencies for which the designs 
for FPGA were synthesized and are not due to overclocking 
during the execution of the kP operation.

In order to investigate if the vulnerability of the design 
depending on the target frequency is observable also on 
other platforms than FPGAs we synthesized our kP design 
for different frequencies using gate libraries for two different 
IHP CMOS technologies using the simple compile option. 
Applying this option the area of the designs was optimized. 
We synthesized our design for 16 different frequencies for 
the IHP 250 nm technology and for 20 frequencies for the 

IHP 130 nm technology and analysed the 16 + 20 = 36 simu-
lated power traces. We decided to generate and analyse so 
many different versions to ensure a fair and detailed assess-
ment of the frequency dependent vulnerability. We observed 
a similar trend as for the FPGA implementation: for very low 
and very high frequencies only few points in analysed traces 
represent strong leakage sources allowing to reveal the key 
successfully. For the “middle” frequencies the number of 
points of the traces that allow to successfully reveal the key 
increases with increasing frequency.

We are aware of some issues of the Montgomery ladder. 
It is vulnerable to the horizontal Address Bit attack which 
was presented in [3, 16]. The main leakage source is the key 
dependent addressing of the registers in the algorithm. But 
even though we have a pretty good understanding of this 
algorithm and the issues when implementing it, we cannot 
yet explain the behaviour discussed in this paper. But the fact 
that the vulnerability of the Montgomery ladder increases 
with the execution frequency is a severe vulnerability. In 
our future work we will research the reasons behind this 
behaviour.

Please note that our analysis of measured and simu-
lated traces clearly indicates that when it comes to SCA no 
assumption about behaviour of algorithms may be taken for 
granted and as a consequence of this designers need to verify 
SCA resistance of their implementations thoroughly for each 
target frequency. This is also our reason to report the vulner-
ability here without being capable to fully explain it.
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Fig. 10  Graphical representa-
tion of the attack results given 
in Table 8
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