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SMARTDSM: DATA SPACE MIDDLEWARE FOR DISTRIBUTED 
MEASUREMENT SYSTEMS 

 
The article describes a platform that consists of multiple modules which together allow to accelerate 
the process of setting up a secure communication and data storage solution. The implementation 
approach makes it possible to apply the platform in many deployments that can be interconnected on 
the data and communication layers.  

 
 

SMARTDSM: PLATFORMA MIDDLEWARE DO AGREGACJI DANYCH DLA 
ROZPROSZONYCH SYSTEMÓW POMIAROWYCH 

 
Artykuł przedstawia platformę, która może zostać użyta do przyśpieszenia procesu tworzenia systemu 
wymagającego bezpiecznej komunikacji oraz przechowywania danych. Implementacja platformy 
pozwala na zastosowanie w wielu systemach, które mogą być ze sobą połączone na poziomie warstwy 
danych oraz komunikacji. 

 
1. INTRODUCTION 

 
In order to transfer and store data, measurement systems require some sort of communication and 

data storage solution. In most cases, security and access control are also mandatory. For a simple 
centralized measurement system in which data ends up on a single device, there are plenty of solutions 
available (see Chapter 2). The task gets hard when the system has to be decentralized, since not all 
solutions are designed to support it. The task gets even harder when interaction with other existing and 
future systems is required or the entities are not simultaneously present in the network. 

Every system deployment comes with a set of factors that have to be considered when choosing a 
platform. When focusing on the environment, some systems might operate on powerful hardware while 
other systems might require support for operation on hardware with low computational capabilities. 
Also, the network access has to be taken into account, systems might operate in private networks that 
use NAT-enabled routers which prevent incoming connections. When focusing on the system 
characteristics, some systems might require simple reading and writing, while other systems might need 
a near real-time communication solution to notify the network about occurring events. 

Many deployments end up using existing platforms that match most of the requirements and 
implement the missing parts. This works only for systems that work in a pattern that the existing 
solutions were designed to address. Choosing the right solution impacts the success of the system 
deployment and any related future projects which might end up being locked to a particular platform. 

An ideal platform should offer multiple blocks to choose from, in order to ease building the system 
as much as possible and minimize the use of external solutions. Each external solution requires 
additional effort to include and configure, it also introduces potential compatibility errors that could be 
expensive to fix, for example in remote or spread-out deployments. The platform should be generic and 
easily understandable but also not too plain and crude which would result in more code written than it 
is necessary. Ideally, the mechanisms should derive from concepts that are already known. The security 
should be strong and easily configurable, the communication channel should be immune to MITM (man-
in-the-middle) attacks and also guarantee the identification (and verification) of entities participating in 
communication. The platform should offer access control and data ownership features. Future-proofing 
should be kept in mind to quickly replace security algorithms that are no longer safe. 
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2. RELATED WORK 
 

The topic of providing communication and data storage is the backbone of computer science. Almost 
any system ends up sending or storing data. Because of that, there are many platforms and frameworks 
that can be used to create a solution. 

The base for most tuple space middleware platforms is the Linda coordination model [1] which 
defines a simple set of operations available in the tuple space – rd, in, out and eval. The clients 
communicate through writing and reading tuples (finite ordered lists of elements) to a shared memory 
space (the tuple space). Most notable platforms and frameworks that implement this model are: 
JavaSpaces, Tupleware, Klava, CryptoKlava, MozartSpaces and GigaSpaces, from which only the 
MozartSpaces and GigaSpaces (commercial) are still maintained. Other notable platforms are: WuKong 
[2] which offers a flow-based graphical programming environment for IoT deployments, Civitas [3], 
which offers a low footprint service-oriented middleware, OpenIoT [4] which offers a local and cloud-
based generic middleware platform and SmartCityWare [5] which offers a cloud-based and service-
oriented platform with various functionalities such as discovery and broker. 

 
3. PROPOSED APPROACH 

 
The proposed platform offers a set of modules that can be configured and connected to establish a 

lightweight platform for secure data processing. The platform serves as a proving ground for further 
enhancements related to protocols, security, reliability and data integrity. To be able to move in any 
direction with the development, the authors believe that a well-known and extensible base that can be 
further improved is necessary. The platform has been created in Java and web technologies in order to 
support various operating systems and hardware. The communication security is based on the public 
key infrastructure (PKI) [6] that has been implemented by using Java’s Secured-Socket Extension 
(JSSE) [7]. Each communicating entity (service, server) has a certificate that is used for encryption and 
identification. On top of the sockets, there are several layers (Fig. 1) that provide communication. The 
Byte layer instantiates and manages the connection lifecycle of supported transports (real-time, polling). 
The Proto layer provides transparent access to the Byte layer. The upper smartDSM layer represents the 
entities (service, server, proxy, discovery, etc.) that use or provide functionalities. 

 The systems based on the smartDSM platform can be created by implementing services. A service 
in the context of the platform is a standalone Java application that uses the platform-provided API to 
implement system-specific functionalities. The Fig. 2 shows a single service that is always connected to 
a middleware server (referred to as local server) and relies on this server when communicating and 
storing data. The local middleware server is connected to other providers available in the network 
(proxy, discovery, cert. authority - CA) and other middleware servers (referred to as remote servers).  

 
Fig. 1. Communication stack 

Rys. 1. Stos komunikacji 

 
Fig. 2. Example system architecture based on smartDSM 

Rys. 2. Przykładowa architectura systemu opartego o smartDSM 

 

When working with data, smartDSM operates on variables and stakeholders to store data and identify 
ownership. A variable in the context of the platform is a structure (tuple) with metadata (name, limits, 
sub-fields and types) that can contain any amount (limited by disk space) of stakeholder data (values, 
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ownership, timestamp, source). A stakeholder in the context of the platform is an entity (person, 
company) that owns an asset in a system built on top of smartDSM. Any service runs on behalf of a 
specific stakeholder and any performed actions are executed in the context of this stakeholder. The Fig. 
3 presents two services belonging to different stakeholders that write data into a variable. The 
middleware server processes the requests and writes data into the variable, annotating which values 
belong to which stakeholders. At any point in time, stakeholders can be granted permission to access 
data of other stakeholders. The writing stakeholder can specify the types of access to grant – read, write, 
update or clear. Later, the permission can be revoked. 

 Each method that outputs a list of objects (variables, data, permissions, subscriptions), supports 
pagination (page number, items per page and sorting options). Additionally, when reading variable data, 
it is possible to specify a filtering query that is compatible with the pagination. For notifications about 
variable modifications, the platform offers a subscription mechanism. The notification is sent when the 
data changes or periodically, at a configurable time rate. Available modules in the platform: 
 Server –  a standalone Java application that processes requests sent from services. Implements the 

access control, data storage and communication with other middleware servers and modules. 
It can work as a single communication and storage hub or as a node in a hierarchical grid. 

 Data Interface – a Java library that can be embedded in a service that is intended to communicate 
with a middleware server. Defines available actions that can be grouped as following:  
a) variables – list, info, read, write, update, clear, b) permissions – list, grant, revoke,  
c) subscriptions – list, create, remove, d) general – system status. Also, for increased performance, 
bulk variable reads and writes are supported. 

 Proxy – a standalone Java application that enables communication between middleware servers that 
are not directly visible in the Internet. 

 Discovery – a standalone Java application that allows the middleware servers to announce their 
presence and information about the data stored on a particular server.  

 Web Certificate Manager – a website that allows to coordinate security credentials for specific 
projects that run on the smartDSM platform. The manager communicates with a separate server that 
is only used to issue certificates. 

 AdminGUI – allows to manage the middleware servers. Offers a set of widgets that can be used to 
manage data, view clients and diagnostic information, configure permissions and run benchmarks.  

 MWGUI – an example service based on the Data Interface, intended for non-technical end users of 
the platform. Allows to browse data and modify permissions from the perspective of the end user. 

 
Fig. 3. Services writing data into the middleware 
Rys. 3. Serwisy zapisujące dane w middleware 

 
Fig. 4. Request container with partial requests 

Rys. 4. Kontener zawierający zapytania 
częściowe 

The Data Interface allows to send multiple requests at once. The Fig. 4 presents a request container 
that includes the sender information (service, stakeholder) and the partial requests (write, read, 
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system_status). In the example, the read request contains an optional redirect directive which tells the 
local middleware server to pass this particular partial request to a different middleware server. 

 
4. CLOSING REMARKS 
 

The proposed middleware platform allows to deploy a system that requires secure communication, 
data storage and exchange. The system can use discovery, proxy and authorization mechanisms to find 
data of interest, keep working in NAT-enabled networks and authorize and verify the identity of peers 
that it interacts with. 

The platform described in this article is a work in progress. The future plan is to finish each provided 
functionality and to develop mechanisms related to data integrity, reliability and high availability. The 
work will result in a PhD thesis of the first author, on High availability middleware platform for 
embedded systems. 
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