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A B S T R A C T

The conductance drift in HfO2-based memristors is a critical reliability concern that impacts in their application 
in non-volatile memory and neuromorphic computing integrated circuits. In this work we present a compre-
hensive statistical analysis of the conductance drift behavior in resistive random access memories (RRAM) whose 
physics is based on valence change mechanisms. We experimentally characterize the conductance time evolution 
in six different resistance states and analyze the suitability of various probability distributions to model the 
observed variability. Our results reveal that the log-logistic probability distribution provides the best fit to the 
experimental data for the resistance multilevels and the measured post-programming times under consideration. 
Additionally, we employ an analysis of variance (ANOVA) to statistically analyze the post-programming time and 
current level effects on the observed variability. Finally, in the context of the Stanford compact model, we 
describe how variability has to be implemented to obtain the probability distribution of measured current values.

1. Introduction

RRAM, a subset of memristors, are under study by the Academy and 
the industry for their outstanding applications in state-of-the-art nano-
electronics [1]. Although there are other memristive technologies based 
on phase-change materials [2], magnetic materials [3], ferroelectric 
materials [4], etc., the maturity of RRAM technology makes it a key 
player in future integrated circuits. In relation to non-volatile memory 
circuits, RRAM allow successful industrial exploitation. For instance, in 
the 22 nm technology node different chips have been demonstrated by 
industry leaders like TSMC [5] and INTEL [6]. Other interesting fields of 
research and development are connected to high frequency switches [7] 
and advanced data encryption [8]. In addition, these devices, along with 
other types of memristive devices, show great potential in the neuro-
morphic computing landscape [9–13].

Resistive memories have promising features in the non-volatile 

memory context, such as an endurance above 1010 cycles, short 
writing/reading times (<10 ns), scalability down to ~2 nm, resilience to 
high radiation environments [14] and CMOS fabrication technology 
compatibility.

Most RRAM devices described in the literature fit two main cate-
gories: conductive bridge RAMs and valence change memories (VCMs) 
[15,16]. The devices we analyze here belong to the latter group. In 
particular, our devices show filamentary conduction that is connected to 
the formation and rupture of conductive filaments (CF) that produce a 
short circuit between the electrodes. CFs are zones within the dielectric 
with high density of oxygen vacancies that are induced by the effects of 
the electric field and temperature [17–21]. The CF formation/rupture 
dynamics leads to the device resistive switching (RS) operation.

The first CF formation (named forming) requires a larger bias 
compared to later set processes (a CF restoration after a previous reset 
process, where the CF is broken). The stochastic movement of oxygen 

* Corresponding author.
E-mail address: jroldan@ugr.es (J.B. Roldán). 

Contents lists available at ScienceDirect

Materials Science in Semiconductor Processing

journal homepage: www.elsevier.com/locate/mssp

https://doi.org/10.1016/j.mssp.2025.109668
Received 17 March 2025; Received in revised form 23 April 2025; Accepted 9 May 2025  

Materials Science in Semiconductor Processing 196 (2025) 109668 

Available online 15 May 2025 
1369-8001/© 2025 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 

https://orcid.org/0000-0003-1662-6457
https://orcid.org/0000-0003-1662-6457
mailto:jroldan@ugr.es
www.sciencedirect.com/science/journal/13698001
https://www.elsevier.com/locate/mssp
https://doi.org/10.1016/j.mssp.2025.109668
https://doi.org/10.1016/j.mssp.2025.109668
http://creativecommons.org/licenses/by/4.0/


ions and the oxygen vacancies generation processes lead to the creation 
of ohmic percolation-paths (the CFs) that produce the inherent random 
behavior of resistive switching operation [22–25]. This device dynamics 
produces two different non-volatile conduction states (a high-resistance 
state (HRS) after reset processes and a low-resistance state (LRS) after set 
processes). Nevertheless, intermediate conduction states can also be 
obtained using different algorithms to improve the device performance 
for memory applications. In this context, further development of these 
devices faces two reliability hurdles: variability [23,26] and 
post-programming instabilities [27–30]. The second issue is essential; 
hence, more work needs to be done to shed light on it. For instance, the 
conductance drift in VCMs has been analyzed at high temperature from 

the experimental [28,29,31] and simulation perspectives [18,21,30,32]. 
Nevertheless, an in-depth statistical study that helps to advance in 
modeling is still lacking. We present it here. We comprehensively 
analyze the VCMs conductance drift and obtain the probability distri-
bution (PD) that better fits the measurements to disentangle the exper-
imental data structure. It is well-known that PDs help to better 
understand the internal performance of systems and their main physical 
properties [33] (a PD is a mathematical model to describe the distri-
bution of an experiment outcome). In addition, we have employed the 
analysis of variance to assess the differences between the means of 
electrical characteristic groups; in this study, “group” refers to a 
collection of electrical characteristics with common features: e.g. 
conductance level or drift time. This study might reveal whether the 
observed differences are random or they reflect meaningful differences. 
This statistical technique has been recently applied previously in the 
context of resistive memories in Ref. [34].

Once the statistical characterization is performed on the experi-
mental current data, we analyze how to introduce this variability in the 
Stanford model (SM) for resistive memories [35–37]. In this respect, it is 
essential to account for the statistical coherence in variability modeling 
to accurately obtain the probability distributions extracted in the cur-
rent measurements. The rest of the paper is structured as follows: the 
fabrication and measurement setup are explained in section 2, the main 
results are included in section 3, a discussion linked to modeling issues is 
given in section 4 and the conclusions are drawn in section 5.

2. Device fabrication and experimental set-up

The fabrication of the TiN/HfO2/Ti/TiN Metal-Insulator-Metal 
(MIM) devices was carried out using the capabilities at IHP’s pilot 
line, as detailed in prior publications [29,38]. The device structure, 
whose area is 600 × 600 nm2 (see Fig. 1), is integrated on top of the 

Fig. 1. a Cross-sectional TEM explained image of the 1T1R structure integrated 
within the crossbar array. b Schematic representation of the layered MIM stack 
of the measured devices and the CF responsible for the RS mechanism.

Fig. 2. a Current-voltage DC characteristics recorded for two distinct Icc values, adjusted by modulating the transistor VG, b CDFs of the read-out currents measured 
across 128 individual 1T1R devices for six programmed LRSs. Data were collected at eleven-time intervals: immediately after switching (AS), 10 min, 20 min, 30 min, 
40 min, 50 min, 1 h, 2 h, 5 h, 8 h, and 24 h c (d) CDFs corresponding to LRS1 (LRS4), targeting a read-out current of 10 (40) μA.
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metal 2 layer of the Back-End-of-Line (BEOL) of a 130 nm CMOS tech-
nology. The bottom electrode (BE) and top electrode (TE), both made of 
150 nm titanium nitride (TiN), as well as a 7 nm titanium (Ti) scav-
enging layer, were deposited using magnetron sputtering. A 5 nm layer 
of hafnium oxide (HfO2) was deposited on the BE through Atomic Layer 
Deposition (ALD), ensuring excellent thickness uniformity and material 
quality (see Fig. 1b).

The experimental setup utilizes a 4k crossbar array of one-transistor- 
one-resistor (1T1R) cells. Each cell combines a 130 nm nMOS transistor 
in series with the MIM VCM device, as shown in Fig. 1a. This configu-
ration enables fine current control during set and reset processes, 
resulting in more accurately programmed resistive states.

To prepare the devices, an initial forming process is conducted using 
the Incremental Step Pulse Program and Verify Algorithm (ISPVA) [39]. 
The voltage applied to the top electrode is gradually increased in steps of 
10 mV, starting at 2.0 V and reaching up to 3.5 V, while the nMOS gate 
voltage (VG) is held at 1.35 V. After forming, the reset step is performed 
to change the cell resistance into the HRS and stabilize the conductive 
filament [40]. This involves applying a VG value of 2.3 V and progres-
sively increasing the source voltage from 0.5 V to 2.0 V in 100 mV 
increments.

Regarding the multilevel cell (MLC) programming, the ISPVA tech-
nique is again used. Voltage sweeps from 0.5 V to 2.0 V in 100 mV steps 
are applied to the top electrode, followed by a read-out operation using a 
0.2 V pulse. By adjusting VG, six distinct conductance levels are 

programmed, corresponding to LRS ranging from 10 μA to 60 μA in 
evenly spaced intervals. Fig. 2a shows the DC current-voltage (I-V) 
characteristics measured for two separate groups, each consisting of 50 
reset-set cycles. The distinction between the groups lies in the value of 
Icc, which was controlled by adjusting VG. This approach highlights the 
feasibility of MLC operation and the good device reliability with rela-
tively low cycle-to-cycle variability.

In Fig. 2b, the experimental read-out current cumulative distribution 
functions (CDFs) are presented for six programmed resistance levels in a 
sample set of 128 individual 1T1R devices within the crossbar array. 
Data were collected at eleven distinct time intervals: immediately after 
switching (AS), 10 min, 20 min, 30 min, 40 min, 50 min, 1 h, 2 h, 5 h, 8 
h, and 24 h. These measurements capture the temporal evolution of the 
device electrical characteristics. The six LRSs were programmed to 
target specific read-out current levels: 10 μA for LRS1, 20 μA for LRS2, 
30 μA for LRS3, 40 μA for LRS4, 50 μA for LRS5, and 60 μA for LRS6. For 
the sake of clarity Fig. 2c specifically illustrates the results for LRS1, 
which corresponds to the lowest programmed current level of 10 μA, 
while Fig. 2d focuses on LRS4, representing an intermediate level of 40 
μA. All the electrical measurements were carried out at room tempera-
ture (300K) in a controlled laboratory environment, and the devices 
were not subjected to thermal stress.

Fig. 3. a (b, c, d, e, f, g) Box plots of the experimental current distributions for the HRS (LRS1, LRS2, LRS3, LRS4, LRS5, LRS6) levels and for the post-programming 
times selected, namely, AS, M10, M60, and H24. h Box plot for all the current levels and post-programming times under consideration.
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3. Results

For the reliability analysis, we have performed the procedures 
needed to identify the PD that better describes the temporal evolution of 
the experimental current distributions (we consider different classical 
PDs: Exponential, Normal, Log-normal, Cauchi, Gamma, Logistic, Log- 
logistic, Weibull). We take into account the measurements after 
switching (AS), after 10 min (m10), after 60 min (m60), and after 24 h 
(h24). See in Fig. 3 the box plots of the data we have employed in our 
analysis.

Firstly, we estimate the PD parameters for each dataset (that is, the 
current data in the four post-programming times aforementioned for 
each current level) by the maximum likelihood method [41]. After this, 
we go through the Kolmogorov-Smirnov’s test. This statistical procedure 
compares the experimental CDF and the estimated one to check if the 
experimental data reasonably follows the proposed distribution [42]. 
Fig. 4 displays the number of times each PD was rejected (does not fit 
correctly the experimental data) for a significance level of α = 0.05.

The log-logistic PD (see Supplementary note 1) is the best choice for 
our data (only a 7.14 % of rejection is achieved). In fact, with α = 0.01, a 
0 % would be reached. We have fitted the experimental data with this 
function for the scale and shape parameters obtained, see Fig. 5.

We have also detailed the estimations achieved in each scenario 
above including the p-value associated to the Kolmogorov-Smirnov’s 
test (see Supplementary Note 2, Tables S2–S8). Notice that as the post- 

programming time rises the shape parameter for the log-logistic PD 
decreases, what is indicative of a higher variability. In contrast, the scale 
parameter of the log-logistic PD decreases, which means a reduction of 
the device current (see Fig. 6).

Analyzing the data for the different conductance levels, we observe a 
scale parameter shift (related to the median current) to lower current 
values. In addition, a reduction of the shape parameter is observed as the 
conductance level decreases, indicating increased variability. We 
observe that the conductance levels corresponding to LRS1, LRS2, and 
LRS3 exhibit a higher dispersion in the measured current values, as 
evidenced by the broader interquartile ranges and whiskers in the box 
plots (Fig. 3). This behavior is linked to the formation of thinner and less 
compact CFs at these lower current levels. In such cases, a small random 
rearrangement of oxygen vacancies during a post-programming drift can 
lead to relatively large variations in the CF conductance, thus increasing 
the variability [18,21,30]. In this case a random variation of some ox-
ygen vacancies, as the drift time increases, produces a greater percent-
age variation of the total device conductance because the CFs size and 
compactness rises at higher conductance levels [21,30].

As shown in Fig. 6, the log-logistic PD broadens with increasing post- 
programming times, which reflects the growing current variability. This 
broadening is captured by the decrease in the shape parameter, and it 
leads to an increase in the PD full width at half maximum (FWHM). The 
FWHM can be interpreted as a measure of statistical dispersion (see 
Supplementary Note 1); in our case, a wider PD implies more significant 
drift-related effects. This issue is more relevant in thinner CFs (lower 
conductance levels), where small structural changes (linked for instance 
to oxygen vacancies recombination) can lead to noticeable conductance 
changes. The CDFs for both experimental and modeled data are shown in 
Fig. 7.

Finally, we can determine if data have the same statistical structure 
in terms of the PD that describes them. Taking into consideration our 
assumption of the appropriateness of the log-logistic PD to model the 
experimental current distributions, this would mean determining sig-
nificant differences in the shape and scale parameters among them. On 
the one hand, fixing the post-programming time, a comparison of the 
data linked to pairs of conductance levels would be performed: LRS1- 
HRS, LRS1-LRS2 … See the detailed results in the Supplementary note 
3. In general, there are important differences among conductance levels 
when post-programming times are fixed. This fact is mainly caused by 
the scale parameter, linked to the conductance level. On the other hand, 
when we fix the conductance level, the only significant differences 
correspond to the AS compared to the rest of post-programming times 
(low p-values). In particular, for LRS6 the differences vanish. In this case 
the linked CFs are more compact (a higher oxygen vacancies density is 
found) than for lower conductance levels; therefore, random variations 
in time have less impact in the whole CF, which is thicker and denser 
[30].

We have also employed the analysis of variance technique [43] to 
test the effect of the temporal evolution and the conductance level over 
the current distribution. In particular, we apply a two-way analysis of 
variance with repeated measures, since the information is measured 
repeatedly in time (post-programming times) and classified in inde-
pendent groups (conductance levels). Given that our data do not follow a 
normal distribution, we assume a semi-parametric approach to avoid the 
restrictive assumptions that requires the parametric one [44]. The re-
sults obtained are given in Table S9 in the Supplementary note 4. This 
study reveals significant differences in the datasets we measured for the 
conductance levels and post-programming times under study. Besides, 
interaction between both factors (conductance level and 

Fig. 4. Number of times a PD does not fit well the current distributions 
regarding conductance levels (6 levels) and post-programming times (4 times) 
under consideration (see Supplementary Table S1). The total number of un-
successful fits per PD for the four times under consideration is shown (the color 
code identifies the results for each current level). The numbers above the col-
umns show the relative proportion of unsuccessful fits for each PD, accounting 
for all the current levels and times under consideration. (For interpretation of 
the references to color in this figure legend, the reader is referred to the Web 
version of this article.)
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post-programming time) is found; in this respect, statistically, the effect 
of one factor depends on the values of the other. In our study, this fact is 
interpreted as the effect of the post-programming time over the current 
is different depending on the conductance level.

Finally, a post-hoc analysis [45] fixing the current level is made to 
analyze in more detail the statistical role of post-programming times. A 
post-hoc analysis shows if there are significant differences, on average, 
among post-programming times when compared one-to-one. The results 
obtained are given in Table S10 in the Supplementary note 4. In broad 
terms, only differences are detected when AS is involved in LRS1, LRS2 
and LRS3, which are in concordance with the reliability study shown 
above. Therefore, these results might reveal that the current is stabilized 
as time goes by and that the post-programming time effect is lower as the 
conductance level increases.

4. Discussion

Once the statistical analysis of the measurements is carried out, there 
are several issues that can be discussed. In general, variability is 
modeled without considering the PD of the current values, just the 
magnitude of the variations is described. We have advanced in this work 
in describing the PD of experimental data and, in this context, we can 
deepen on the modeling implications. To do so, we have taken into 
consideration the Stanford Model [35–37]. This model, implemented for 
circuit simulation purposes, is based on the calculation of the CF 

dynamics to obtain the device current. In particular, the gap (g) (be-
tween the CF tip and the electrode) is employed as the state variable to 
describe the resistive switching operation [35–37], see Equation (1). 

dg
dt

= − v0e
− Eg,m
kBT sinh

(
γ(g)a0qVRRAM

toxkBT

)

, (1) 

where tox is the dielectric layer thickness, Eg (Em) is the activation energy 
(migration barrier) for vacancy generation (oxygen ion migration) in set 
(reset) processes, v0 stands for the velocity containing the attempt-to- 
escape frequency, a0 is the atom spacing and VRRAM the device applied 
voltage, which drops mainly across the gap, kB is Boltzmann’s constant, 
T the device temperature that is obtained by solving a simplified version 
of the heat equation [36,37], and q stands for the electron charge. 
Parameter γ is the electric field local enhancement factor that takes into 
consideration the polarizability of the material [37] (it can be obtained 
as γ = γ0 − ωgψ , where γ0, ω and ψ are fitting parameters). Set (g ≈ 0) 
and reset (g > 0) processes switch the device resistance between the LRS 
and HRS.

An approach to model variability has been also implemented in SM 
[35,36]. It is introduced by using Equation (2) to include a random 
variation on the gap calculation. 

gt+Δt =

∫ (
dg
dt

+ δg × χ(t)
)

dt, (2) 

Fig. 5. a (b, c, d) Experimental and modeled current distributions for the 6 conductance levels studied. The modeling is linked to the log-logistic PD and the 
parameters obtained for the post-programming times (AS, 10m, 60m, 24h).
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where δg is the strength of the random variations and χ(t) stands for the 
PD. In the original version of SM, a zero-mean Gaussian distributed 
sequence with a unity standard deviation is proposed [37], which is 
randomly generated at each time step (Equation (2)). Nevertheless, it 
comes up at this point the consideration of the appropriateness of a 
Gaussian PD, taking into account that different RRAM technologies 
could lead to different current PDs. In this respect, in our devices we 
obtained the log-logistic PD. Therefore, from the modeling perspective, 
for our technology we need to assess the PD to be used in Equation (2) to 
obtain a current log-logistic PD, assuming that for SM the current is 
obtained in Equation (3) [37]. 

I(g,VRRAM)= I0 e
− g
g0 sinh

(
VRRAM

V0

)

, (3) 

where I0, g0 and V0 are fitting parameters.
Since an exponential function links the current with g in Equation 

(3), it is clear that we could obtain a log-logistic PD for the current in a 
variability analysis (see Supplementary note 5). In a different way, if a 
logistic PD were considered for χ(t) in Equation (2) (i.e. the randomness 
is included in the iterative process for g calculation), a non-logistic PD 
would be obtained for g, because the sum of logistic distributions is not a 

logistic PD. Consequently, a calculation for g without variability is 
needed in the iterative process, and the noise is added after the g dy-
namics is solved. That would mean the g calculation without the extra 
noise, and later on, at each time step, a random number following the 
logistic PD should be added weighted by δg. However, the noise is not 
taken into consideration in the new g calculation, for the next time step, 
to avoid producing a non-logistic PD.

5. Conclusions

We have conducted an extensive statistical study of conductance 
drift in HfO2-based RRAM devices. By analyzing the conductance evo-
lution over multiple drift times and for different current levels, we 
demonstrated that the log-logistic probability distribution provides the 
most accurate representation of measured data. This result is particu-
larly significant as it allows a precise device variability characterization, 
which is essential for improving reliability in both non-volatile memory 
and neuromorphic applications. A further variability study based on the 
analysis of variance technique confirms that the statistical effects of the 
drift time on the current depend on the current level. The implications of 
our statistical study are extended in the compact modeling arena. A new 
proposed technique for variability implementation in the Stanford 

Fig. 6. a (b, c, d, e, f, g) Log-logistic probability density functions corresponding to the different conductance levels (LRS1, LRS2, LRS3, LRS4, LRS5, LRS6), using 
the fitting parameters obtained in Tables S2–S8 in the Supplementary Information. h Log-logistic probability density functions corresponding to all the conduc-
tance levels.
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model state variable can produce the measured current probability 
distributions.
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