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A B S T R A C T

Resilient systems require monitoring and prediction of environmental and intrinsic conditions and the ability
to adapt to changing circumstances to optimize the trade-off between performance, power consumption, and
fault tolerance. This paper presents an approach for enabling a design to achieve resilience. By using a range
of reliability sensors and the novel ResiliCells, we have developed the TETRISC System-on-Chip (SoC), which
is a multiprocessor system based on the PULPissimo platform. The TETRISC SoC can operate its four cores in
different performance and fault tolerance modes based on real-time data, making it ideal for use cases with
dynamically changing and reliability critical requirements, such as avionics or aerospace. Additional in-depth
studies on possible optimizations demonstrate the flexibility of the ResiliCell approach.
1. Introduction

Due to the steadily growing demand for real-time data processing,
multi- and manycore systems are becoming increasingly important,
especially in avionic and aerospace. Inherent to such systems is always
a degree of redundancy that can be exploited to adapt the performance
and fault tolerance to specific situations. Fault tolerance, in particular,
plays a significant role in this respect. In space, for example, the flux
of high energy particles and, thus, the number of transient errors can
quickly fluctuate by several orders of magnitude [1]. In order to cope
with such demanding environments, systems need to quickly adapt
to different requirements and situations by allocating the available
redundancy and without interrupting the service.

Over the years, considerable work has been done in the domain
of fault tolerance [2], and many of these works have a strong focus
on multi-core systems [3]. Adaptive fault tolerance methods, however,
are a rather new topic that is gaining more interest in recent years.
Kempf et al. for example, proposed a dual-core platform that is based
on LEON3 cores [4]. The two cores are able to either run indepen-
dently and offer maximum performance, or they act as a dual modular
redundant (DMR) lockstep system and enable fault tolerance by cross-
checking the computational results of the two cores. The distribution of
either different or identical instructions to the cores is implemented in
software, but the comparison in fault-tolerant mode is realized via an
additional pipeline stage. Rogenmoser et al. furthermore presented an
adaptive system [5] that is based on the PULP platform [6], an open,
scalable hardware and software research and development platform
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that is based on the RISC-V ISA. Here, a clustered system with two
times three cores either runs in performance mode with six independent
cores or forms two triple modular redundant systems for soft-error
tolerance. The distribution of either different or identical instructions
also happens in software, and the error correction is achieved with an
additional majority voter in hardware.

If such a system is equipped with respective sensors and the re-
quired intelligence, it even gains the ability to trigger the adaption
autonomously and proactively. Simevski et al. for example, include
temperature sensors in their adaptive PISA platform [7] that consists
of four LEON2 cores. The cores are capable of running independently
in high-performance mode, individually in destress mode or group-wise
in different NMR lockstep combinations. Here, the distribution of the
commands, the voting, and the control of the system state is done via
a dedicated hardware-based framework controller. This controller also
has access to the sensors and triggers the destressing mode if certain
heat thresholds are exceeded. In addition to temperature, other types
of sensors can be useful for autonomous adaptation too. For example,
in-depth studies on on-chip sensors for single event upsets (SEUs) were
conducted by Andjelkovic et al. and Chen et al. [8,9]. In this context,
the integration of these sensors into the PISA design was discussed as
well.

The main objective of our research was to develop a generaliz-
able approach for implementing such a highly adaptive system that
is able to deliver a dynamic trade-off between reliability, power, and
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Fig. 1. Schematic architecture of the TETRISC SoC.

performance depending on environmental and intrinsic conditions and
trends. In this paper, we describe how we successfully achieved this
goal by a combination of lessons learned from prior work and a novel
approach based on the so-called ResiliCell. As a proof of concept, we
implemented our approach in a state-of-the-art open-source compute
platform, which is now suited to be used in rough environments. The
remainder of this paper will be divided into two parts. The first one will
give deeper insights into the implementation of the resulting platform
and will briefly introduce the ResiliCell approach as part of the general
architecture. The second part will then focus on the design of the
ResiliCells and investigate different implementations to optimize the
trade-off between hardware overhead and reliability.

2. The TETRISC SoC

To avoid any ambiguity, we first want to define two concepts
that have essential importance for this work — fault tolerance and
n-modular redundancy. In terms of fault tolerance, we adhere to the
definition by Stolte et al. [10] and refer to any kind of redundant exe-
cution as "fault-tolerant’’, covering both error-detecting and -correcting
configurations. The term n-modular redundancy (NMR) furthermore
often refers to a configuration with an odd number of identical sys-
tems, but we would not consider this a general definition. Shooman
et al. [11], for example, state the following (ch. 4.4.1, p. 153): "In gen-
eral, 𝑁 is an odd integer; however, if we have additional information
on which systems are malfunctioning and also the ability to lock out
malfunctioning systems, it is feasible to let 𝑁 be an even integer’’. A
prominent example they provide with an even number of 𝑁 is the space
shuttle control system (ch. 5.9.3, p. 266 ff). In this case, the system
consists of four identical processors, forming a 2-out-of-4 system. Based
on this, we would extend the term n-modular redundancy to systems
with any number of identical systems.

Now let us continue with the description of our system. After thor-
ough investigations on possible RISC-V based platforms, we decided
to use the PULP [6] as a basis. But unlike Rogenmoser et al. with
OpenPULP and IBEX cores [5], we chose the less complex PULPissimo
framework with the more powerful RI5CY core as the better candidate
2

Fig. 2. Block diagram of the HiRel Framework Controller.

for our cause. The resulting architecture has been named TETRISC
(TETra Core System based on RISC-V) SoC and is shown in Fig. 1. The
gray blocks illustrate the original IPs of the PULPissimo SoC. The newly
added components are shown in green and orange.

2.1. PULPissimo as multicore

As a first step, we extended the PULPissimo to a quad-core processor
structure (see Fig. 1). Three additional RI5CY cores, shown in green,
were inserted into the system and connected to the correspondingly
expanded interfaces. We chose to implement the TETRISC SoC as a
quad-core system because this offers enough redundancy to withstand
even the high radiation environment in space [12] and it also de-
livers sufficient freedom for implementing a wide range of system
configurations, which will be explained later in this section.

In addition to the cores, the memory interface had to be adapted to
offer equal access to all four cores over the entire address space. The
program and data memory are separated on the software side. As with
the original PULPissimo platform, interrupts are handled by a (to the
cores) external event/interrupt unit. For TETRISC, this was extended
accordingly so all four processors could receive interrupts separately.

2.2. Reliability-sensors and configurability

For a sensor-based proactive reconfiguration of the system, three
types of sensors were selected that, in combination, provide a compre-
hensive overall picture of acute or future threats: sensors to determine
the temperature, which is a major accelerator of various failure effects;
aging detectors for measuring different wear-out related effects on
the chip [13], as well as the SEU monitor/solar particle event (SEP)
predictor by Chen et al. [9].

2.3. HiRel framework controller

To allow hardware-driven reconfigurability and fault tolerance,
we extended the design by the High-Reliability Framework Controller
(HFC), depicted in Fig. 2. The HFC is based on the framework controller
described by Simevski et al. [7] and serves as the main control unit in
the SoC. It manages the inputs and outputs across the four cores and
enables three different operational modes: high-performance, power-
saving (destress), and fault tolerance. The states are realized with
either core-level NMR or clock-gating (CG) strategies and are shown
in Fig. 3. The circles correspond to the cores, while different colors
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Fig. 3. Operation modes for the system.

represent different tasks running on the cores. Hollow circles represent
the clock-gating of a core.

The main component of the HFC is a binary matrix-based pro-
grammable NMR majority voter designed for multiprocessors. It allows
the inclusion of each processing core into the voting process and, with
the help of the Input Multiplexing Logic (IML) and Output Multiplexing
Logic (OML), manages the routing of inputs and outputs across all
cores within the selection. During fault-tolerant mode, the outputs
of the cores are gathered and compared by the programmable voter
within the OML. Based on this setup, the system offers various lockstep
combinations: double-modular redundancy (DMR) - two cores, single
error detection; dual-DMR (D-DMR) - two independent DMR systems
with two cores, single error detection each; triple-modular redundancy
(TMR) - three cores, single error correction; quadruple-modular redun-
dancy (QMR) - four cores, double error correction (if not identical
errors); The QMR configuration enables a degree of fault tolerance,
which is comparable to the system by Rogenmoser et al. [5], but with
altogether only four cores instead of six. The current operating mode
and NMR group are specified in the mode register, which controls the
programming bits of the programmable voter. The action registers steer
different measures initiated upon voting discrepancies and voter errors
(e.g., IRQs, synchronous, clock on/off). The voter outputs increment
the four error counters, thereby counting the detected errors for each
core.

The HFC contains four aging monitors [13] to track the effects of
Hot Carrier Injection (HCI) and Negative Bias Temperature Instability
(NBTI) on each core. It should be noted that while the registers of these
aging monitors are logically integrated with the HFC, their sensory
components are physically dispersed within each core to detect core
aging. For instance, should a core be clocked off, the corresponding
sensory element of the aging monitor is likewise deactivated.

The collaborative efforts of the HFC and the onboard monitor
system enable the implementation of two operational mode reconfig-
uration strategies: user-defined- and sensor-defined-NMR. User-defined
NMR allows users to activate predefined modes by writing into the
registers of the framework controller. It is designed to provide fault-
tolerant protection for critical software operations, such as satellite
altitude control processes. On the other hand, sensor-defined-NMR
is intended to enhance the resilience of all tasks during challenging
conditions as they are measured by the sensors, such as periods of solar
particle events that the radiation monitor network can detect.

2.4. The ResiliCell approach

As an important, fully novel feature, we aimed to ensure that the
processors can switch to the different NMR modes and back within a
few clock cycles without losing the processor state. For this purpose,
every flip flop (FF) of the RI5CY cores was replaced by a so-called
ResiliCell (RC), which extends the ‘‘original’’ FF by a second Slave
FF and some control logic. The ResiliCells were originally inspired
by shadow registers but in this case, they are not used to store the
processor state for recovery but to mirror the system state of another
3

Fig. 4. General principle of the ResiliCells to achieve redundant task execution.

processor into a cores logic paths. This can be seen in Fig. 4, where
identical RCs of two different cores are depicted. In performance mode,
the two processors run in parallel on different tasks. Once more fault
tolerance is required, the HFC programs the content of every original FF
(F) of core one into the Slave FF (S) of core two without interrupting the
operation of core two. Afterward, the HFC fully switches into redundant
mode by rerouting all signals from F to S in all ResiliCells, thereby
changing the entire system state of core two. Together with supplying
identical inputs to both cores and cross-checking the primary outputs,
this instantly forms a DMR system. Once the system requires more
performance, the HFC restores the original processor state of core two
by switching back the original FFs into their respective path.

2.5. Hardening peripherals

In addition to the previously mentioned fault mitigation methods,
we have implemented TMR (Triple Modular Redundancy) flip-flops
to protect all components outside the cores from radiation effects.
This approach, proposed by Schrape et al. [14], helps mitigate Single
Event Effects (SEE) caused by energetic particles. Based on established
research [15], SRAM, the most susceptible element which accounts for
nearly 40% of the target chip’s area, necessitates sufficient hardening
strategies. Our design incorporates the HSIAO (39,32) Single Error
Correction and Double Error Detection (SEC-DED) code within the
SRAM blocks to safeguard the memory contents. Additionally, we have
implemented a scrubbing technique in the memory blocks, which helps
prevent fault accumulation and reduces the risk of data corruption
within the memory banks.

Furthermore, various hardening systems can be implemented at
different layers of the system, employing various fault mitigation meth-
ods [16]. At the circuit layer, which forms the foundational level, fault
occurrence primarily depends on circuit design and inherent physi-
cal properties. For example, the LEAP-DICE hardened flip-flop design
utilizes Dual-interlocked cell (DICE) and Error Aware Transistor Posi-
tioning (LEAP) technology. Moving up to the logic layer, which encom-
passes different gates and memory elements, various Error Correcting
Codes (ECCs) can be employed for fault management. In the architec-
tural layer, common strategies include data and control flow checking
methods and module-level redundancy. Progressing to the software
layer, fault tolerance is typically achieved through software-based tech-
niques such as code and data replication for comparison, as seen in
duplication with comparison technique. Alternatively, Algorithm-Based
Fault Tolerance (ABFT) strengthens the system by integrating detection
or correction mechanisms at the algorithmic layer.
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Table 1
TETRISC SoC details.

Chip area 4356 mm2 (6.6*6.6 mm)
Nominal clock frequency 30 MHz
Power consumption <1 W (estimated)
Memory 4*8192*40 Bit SRAM
Pads 81 Signal pads, 35 others

3. Improvements to the ResiliCell approach

In order to fully evaluate the design with respect to adaptability
and fault tolerance, we implemented the TETRISC architecture in IHPs
SG13S technology, which is our current 130 nm node. The final chip’s
most significant properties are given in Table 1. The comparatively low
limit in clock frequency will be improved in future versions.

In the following section, we want to focus on optimizing the ap-
proach by looking deeper at the ResiliCells. Since they replace every
FF of every core in the system, their design and number greatly impact
the overall system. Therefore, we will first present different layout
options for the cells, each offering distinct advantages. Then, we will
optimize the ResiliCells for a trade-off between hardware overhead and
reliability by identifying an optimal number of master cores on the one
hand and identifying and selectively hardening ‘‘critical’’ cells on the
other.

3.1. Different versions of the ResiliCells

To provide an impression of the current hardware overhead, we
have listed the area of the design in Table 2 after synthesizing it
with IHP’s 130 nm library. Column 0 (Orig) shows the original area
of PULPissimo. Column 1 (Base) summarizes the area of TETRISC
without ResiliCells, including the three additional RI5CY cores, sensors,
interfaces, and the HFC. The third column (v0) gives data about the
TETRISC, including ResiliCells, as depicted in gray in Fig. 5. The other
columns will be explained soon. The first row lists the area of a memory
cell. Here the size of the ‘‘original’’ FF in Orig and Base can be compared
to the basic ResiliCell in column v0. It can be seen that the area is more
than quadrupled due to the additional Slave FF and multiplexers. The
size of the RI5CY core grows between Orig/Base and v0 by about 54%.
This growth comes from the 3041 FFs that our ResiliCells replace. The
area of the overall SoC increases by 23% from Orig to Base and by 30%
from Orig to v0. This moderate increase also shows that the area of the
SoC is very much affected by the other components (SRAM, controller,
IOs) outside of cores. The last row displays the relative size compared
to the Base variant.

An attractive property of the ResiliCell approach is that it can be
easily adjusted to require less hardware or to include higher degrees
of fault tolerance by optimizing the cell design. Fig. 5 depicts the
different adjustment options. The basic cell in gray is the original
implementation (v0). It enables mirroring the system state of every core
to every other core, allowing every combination of NMR subsystems. By
removing (some of) the multiplexers marked with ‘‘vI’’, one reduces the
number of possible input FFs and thereby the number of ‘‘master’’ cores
of the NMR subsystems, but also decreases the hardware overhead.

A second adjustment (‘‘vII’’) allows daisy-chaining of the ResiliCells
during the programming phase, which results in an execution delay of
the cores in the NMR system of 1 cycle. Together with corresponding
input and output buffers, this implements a delayed lockstep similar
to the one deployed in the MPC5744P core [17] and offers protection
against common cause failures.

The third variant (‘‘vIII’’) adds an additional FF with a delay element
on the clock line. It, therefore, implements a simplified version of the
radiation-hardened TMR FF by Schrape et al. [14]. This way, an SEU
cannot ‘‘silently corrupt’’ the system state in the original FF while
disabled. The implementation overhead for the different versions can
be taken from Table 2, columns vI, vII, and vIII.
4

Table 2
Area comparison of the different Extensions.

Orig Base v0 vI vII vIII

Cell (um2) 32,1 32,1 130,4 103,9 143,6 190,8
Core (𝑒−3mm2) 552,1 552,1 850,9 770,5 891,2 1034,8
Core (% growth) 0 0 54,1 39,5 61,4 87,4
SoC (mm2) 17,3 21,2 22,4 22,1 22,6 23,1
SoC (% growth) 0 22,8 29,7 27,8 30,6 33,9
SoC (% growth) −18, 5 0 5,6 4,1 6,3 9

Fig. 5. Schematic design of the ResiliCell (gray) with adapted versions I, II and III
(green).

Fig. 6. Markov Chain.

3.2. Optimizing the number of masters

To find an optimal implementation of the ResiliCell, we first want to
look at vI. As mentioned above, this version minimizes the number of
multiplexers, thereby limiting the number of ‘‘master’’ cores of which
the state can be written into the Slave FF. With an overall reduction of
the hardware overhead by about 15% per core and roughly 1.5% for the
SoC, this improvement does not have the greatest impact. Nevertheless,
finding the minimal amount of masters is a very compelling task.

In principle, one single master would suffice to make full use of the
system’s configurability and adaptiveness, as only one single task can
be executed redundantly at a time (or two in DDMR). Critical tasks
of other cores could be scheduled to the master as required. Still, this
would cost additional time. More masters, on the other hand, would
lead to more hardware — but less scheduling overhead and possibly
more freedom if one of the masters fails permanently.
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To investigate the long-term effects on functionality, we developed
a reliability model based on the Markov chain approach that models the
main aspects of our system. The result is depicted in Fig. 6. The basic
system with four masters is depicted in black and starts off at state
‘‘4P’’, where all four cores run in parallel. Each core might fail with a
rate of 𝜆, and since in this state, there is no method for fault tolerance
active, we consider the system as failed (state ‘‘F’’). If the sensors report
an incident that requires more fault tolerance, the system switches into
the ‘‘4R’’ state. For simplicity, we will assume that this is a QMR state.
We also assume those incidents occur randomly with rate parameter
𝛼. Once the situation normalizes, the system returns to the ‘‘4P’’ state
with rate 𝛽. We assume that transient faults are also covered by 𝛽 and
repaired by returning to performance mode. If, on the other hand, one
of the cores fails with a permanent error, the system now degrades into
the TMR mode ‘‘3R’’ with a rate 𝜅 for each core. 𝜅 will generally be
bigger than 𝜆 due to the incident reported by the sensors. Now, analog
to the ‘‘4R’’ state, the system might switch back to performance mode
with three functioning cores (‘‘3P’’) with rate parameter 𝛽 or further
degrade with 𝜅. From state ‘‘2R’’ or ‘‘2P’’, no further degradation is
possible, and we consider the entire system failed with the respective
rates.

Suppose the number of multiplexers and, thereby, the number of
masters is reduced. In that case, the system gradually loses its ability to
transition from performance to a redundant state when the remaining
master cores permanently fail. This is depicted in the blue and red
‘‘sidearms’’. With a single master, there is a chance of 3𝜅 that the
system degrades and the master is still functional. But if the master
fails with rate 𝜅, the system reaches the ‘‘3RD’’ state. From here, it
can further degrade in redundant mode with rate 𝜅 for each remaining
core or move to performance mode with rate 𝛽. But since there is no
functioning master, it cannot move back to a redundant mode and fails
as soon as one of the remaining cores fails. Starting with two masters,
the system can only enter the blue sidearm after the two masters have
failed in succession.

We derive the transition matrix from the graph in Fig. 6 and
compute the steady-state probability of all states with the help of the
numerical approach presented in [18] with an initial state probability
of 1 for state ‘‘4P’’. For defining the parameters 𝛼, 𝛽, 𝜆 and 𝜅, we refer
to the results presented by Chen [12]. In his thesis, he determines the
time a space-born system would be subject to increased radiation (in
which it would move to fault-tolerant mode) and provides an amount
of 220 h or 2.5% per year. Based on this, we set 𝛼 = 0.025 and 𝛽 = 0.975.
The radiation rate moves from 2.8 ∗ 10−6 upsets/bits/day, which is
the lower limit for moving into a fault-tolerant state, to 1.32 ∗ 10−3

upsets/bits/day, which is the average of the highest radiation events
during the measurement period. To further include the additional hard-
ware for implementing multiple masters, we introduce another factor,
𝛿. This factor scales the respective fault rate according to the percentage
of hardware overhead per core because, with increasing hardware, the
susceptibility to faults rises. In reality, hardware susceptibility strongly
depends on the nature of different fault effects as well, but we will
accept this simplification for now. Thus, we set 𝛿4 = 1, 𝛿3 = 0.96, 𝛿2 =
0.92, 𝛿1 = 0.84 for 4, 3, 2, and 1 masters, respectively.

The results of this investigation are depicted in Fig. 7. We have
plotted the reliability of the RI5CY-based QMR systems for the dif-
ferent numbers of masters with the aforementioned assumptions and
parameters. The implementations with 3 or 4 masters have the lowest
reliability, which shows the heavy impact of the additional hardware
overhead. The preferable implementation is the one having two mas-
ters. It is characterized by the highest reliability and more flexibility
than the one with a single master.

3.3. Identification of critical FFs

To further optimize the hardware–reliability trade-off, we aim to
identify the set of ResiliCells that are most critical and thus require
5

Fig. 7. The reliability of the RI5CY-based QMR systems with different numbers of
masters.

the highest level of fault tolerance. Therefore, we decided to follow
a structured approach based on the vulnerability of a core presented
in [19]. It puts the susceptiveness of a (partial) design to faults in rela-
tion to a particular simulation’s overall runtime. It, therefore, delivers
information on how vulnerable a design really is.

To apply this to the ResiliCells, we first generated random instruc-
tions representing approximately 90% of the instruction set as a test
set by using a program based on the assembler software generator
riscv-torture [20]. The resulting programs included around 5000 in-
structions with an execution time of about 13.6k cycles. After that,
simulations based on these routines were performed using the Xcelium
fault simulator [21], widely used in industrial applications.

A fault injection campaign followed this. First, at time 0, two types
of permanent faults (SA0 and SA1) were injected into all FFs of the
original RI5CY core. If the simulator did not detect the fault at the
primary outputs of the design, we conclude that it is never activated.
Therefore, the fault could be ruled out of the following injection of SEUs
and the overall amount of simulations could be reduced. If, on the other
hand, the error was detected, the time of the detection was measured.
Starting at this time 𝑥, where 𝑥 = 𝑀𝑖𝑛(𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑆𝐴0, 𝐷𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑆𝐴1) and
thus equals the activation time of the FF, SEUs (bitflips) were injected
into the FF several times until the simulation ended at time 𝑡. The
injection frequency was evenly distributed over the time window from
𝑥 to 𝑡. The so-called SEU-induced failure rate (SIFR) of a FF under a
certain test load hence describes the probability of the SEU propagating
to the primary outputs of the design. Thus, if 𝑛 faults were injected
during the time window from 𝑥 to 𝑡 and 𝑚 were detected, the SIFR for
the FF under the given load was calculated as follows:

𝑆𝐼𝐹𝑅 = 𝑡 − 𝑥
𝑡

× 𝑚
𝑛

(1)

If neither of the two permanent errors of a FF was detected, its SIFR
was set to 0 right away.

The SIFR for all flip-flops of the RI5CY core is given in Table 3.
The first and third rows contain the rounded SIFR, and the second and
fourth rows the number of FFs that fall in this value range. The last two
cells on the bottom right present the average SIFR and number of all
FFs in the core. It can be seen that about half of the FFs have a SIFR of
0. This means that the software never activated the respective s-a-0/1
faults or bit-flips and did not propagate to the primary outputs of the
design. The other half has a higher susceptibility, which goes up to 1
for 407 FFs, where the faults were always visible.
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Table 3
SIFR of the FFs in the design.

SIFR 0 0,1 0,2 0,3 0,4 0,5

# FFs 1561 100 65 99 99 17

SIFR 0,6 0,7 0,8 0,9 1 ø 𝟎, 𝟑𝟑

# FFs 153 153 185 203 407 𝚺𝟑𝟎𝟒𝟏

3.4. Optimizing the number of ResiliCells with variant vIII

Based on the distribution of the SIFR among the FFs, the ResiliCells
can be further optimized concerning the trade-off between the addi-
tional hardware overhead for vIII and the respective gain in reliability.
Not adding redundancy to ResiliCells, of which the output is always
masked or never used, and protecting the cells with a SIFR of 1 is
a good starting point. But what about ResiliCells with a SIFR that
is somewhere in between? To investigate this, we first collected the
necessary hardware cost to protect all the cells above a certain SIFR
range. Let 𝛤 be the different ranges given in Table 3, lines 1 and 3,
and 𝛥 the number of ResiliCells in this range as given in lines 2 and
4. Table 4 contains the cost of protecting all cells from 𝛤0 = 1 down
to and including the given 𝛤𝑖 value with the additional DMR FF, XOR,
and delay element of vIII.

Table 4
Relative size of the implementations for vIII with different 𝛤𝑖.

Version v0 𝛤0 = 1.0 𝛤1 = 0.9 𝛤2 = 0.8

Growth % 0 2.88 4.33 5.64

Version 𝛤3 = 0.7 𝛤4 = 0.6 𝛤5 = 0.5 𝛤6 = 0.4

Growth % 6.73 7.82 7.94 8.64

Version 𝛤7 = 0.3 𝛤8 = 0.2 𝛤9 = 0.1 𝛤10 = 0

Growth % 9.34 9.81 10.52 21.61

To investigate the reliability gain of the different implementations
of vIII, we develop a reliability model of the ResiliCells that includes
both the measured SIFR value and the number of cells that need
additional protection. To achieve this, we first model the reliability of
the ‘‘original’’ Flip-Flop (𝑅𝐹𝐹 ) in two phases: a low-stress phase (𝑙𝑠),
where the system is typically in performance mode, and a high-stress
phase (ℎ𝑠), in which the system is in redundant mode. The reliability in
the 𝑙𝑠 phase (𝑅𝑙𝑠) is characterized by a constant fault rate 𝜆, which lasts
for a percentage 𝛼 (0 ≤ 𝛼 ≤ 1) of time t. The fault rate 𝜆 is scaled by the
SIFR-factor 𝛤𝑖, as presented in Table 3. The reliability in the ℎ𝑠 phase
(𝑅ℎ𝑠) is analogous with constant fault rate 𝜅, duration 𝛽 (𝛼+𝛽 = 1) and
SIFR-factor 𝛤𝑖:

𝑅 (𝑖, 𝑡) = 𝑒−𝜆𝛼𝛤𝑖𝑡, 𝑅 (𝑖, 𝑡) = 𝑒−𝜅𝛽𝛤𝑖𝑡 (2)
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𝑙𝑠 ℎ𝑠
𝑅𝐹𝐹 (𝑖, 𝑡) = 𝑅𝑙𝑠(𝑖, 𝑡) ∗ 𝑅ℎ𝑠(𝑖, 𝑡) (3)

The reliability of all FFs that do not implement vIII (𝑅𝑣0) can now be
described as a series system of the reliability of all FFs in the respective
SIFR-ranges (𝛥𝑖) as taken from Table 3:

𝐑𝐯𝟎(𝐣,𝐤, 𝐭) =
𝑘
∏

𝑖=𝑗
(𝑅𝑙𝑠(𝑖, 𝑡))𝛥𝑖 ∗

𝑘
∏

𝑖=𝑗
(𝑅ℎ𝑠(𝑖, 𝑡))𝛥𝑖 (4)

To model the implementation of vIII, we must include two additional
aspects: the influence of the combinational logic (XOR, delay element)
and the two flip-flops forming a DMR subsystem. Concerning the two
logic gates, one must consider a different size compared to the FF
and a different nature regarding the susceptibility to certain faults. To
take this into account, we assume a different but proportional constant
fault rate that we will express by the factor 𝛿. The reliability of the
additional logic in the low-stress (𝑅𝑥𝑙𝑠) and high-stress (𝑅𝑥ℎ𝑠) phases is
then calculated as follows:

𝑅𝑥𝑙𝑠(𝑖, 𝑡) = (𝑅𝑙𝑠(𝑖, 𝑡))𝛿 , 𝑅𝑥ℎ𝑠(𝑖, 𝑡) = (𝑅ℎ𝑠(𝑖, 𝑡))𝛿 (5)

With respect to the two FFs, we consider the system failed if both the
‘‘original’’ and the DMR FF are faulty (because then they produce the
same erroneous result). The reliability of the two flip-flops can then be
modeled with the well-known formula for k-out-of-n-systems for the 𝑙𝑠
(𝑅𝑘𝑛𝑙𝑠) and ℎ𝑠 (𝑅𝑘𝑛𝑙𝑠) phases as follows with 𝑛 = 2 and 𝑘 = 1:

𝑅𝑘𝑛𝑙𝑠(𝑖, 𝑡) =
𝑛
∑

𝑘

(

𝑛
𝑘

)

𝑅𝑙𝑠(𝑖, 𝑡)𝑘(1 − 𝑅𝑙𝑠(𝑖, 𝑡))𝑛−𝑘 (6)

𝑅𝑘𝑛ℎ𝑠(𝑖, 𝑡) =
𝑛
∑

𝑘

(

𝑛
𝑘

)

𝑅ℎ𝑠(𝑖, 𝑡)𝑘(1 − 𝑅ℎ𝑠(𝑖, 𝑡))𝑛−𝑘 (7)

The reliability of all FFs that implement vIII (𝑅𝑣3) can now be described
as a series system of the logic gates and of the reliability of all FFs in
the respective SIFR-ranges (𝛥𝑖):

𝐑𝐯𝟑(𝐣,𝐤, 𝐭) =
𝑘
∏

𝑖=𝑗
(𝑅𝑥𝑙𝑠(𝑖, 𝑡) ∗ 𝑅𝑘𝑛𝑙𝑠(𝑖, 𝑡))

𝛥𝑗 ∗

𝑘
∏

𝑖=𝑗
(𝑅𝑥ℎ𝑠(𝑖, 𝑡) ∗ 𝑅𝑘𝑛ℎ𝑠(𝑖, 𝑡))

𝛥𝑗

(8)

Finally, the reliability of all FFs that either are or are not implemented
in vIII can be calculated as follows:

𝐑𝐬𝐲𝐬(𝐣,𝐤, 𝐥, 𝐭) = 𝐑𝐯𝟎(𝐣,𝐤, 𝐭) ∗ 𝐑𝐯𝟑(𝐤, 𝐥, 𝐭) (9)

The results of our investigations in this regard can be seen in Fig. 8.
We set 𝛼 = 0.975, 𝛽 = 0.025, 𝜆 = 2.8 ∗ 10−6 and 𝜅 = 1.32 ∗ 10−3. We ran
the calculations twice to take into account the different natures of the
logic regarding fault susceptibility. First (left), we set 𝛿 = 0. This erases
Fig. 8. Reliability of the implementations for vIII with different 𝛤𝑖 for transient (left) and permanent (right) faults.
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Fig. 9. ‘‘Turning point’’ for the reliability at ≈ 𝛿 = 1.

the influence of the logic altogether and therefore models the behavior
of the ResiliCells concerning SEUs only. Looking at the graph, it can
be seen that having only ResiliCells without vIII (all_v1) delivers the
lowest reliability. Including more cells increases the reliability (𝛤 =
1.0 − 𝛤 = 0.1), reaching its maximum if only those with 𝛤 = 0.0 are
excluded or if all ResiliCells are implemented with vIII (all_v3). The
last two cases are identical because of a SIFR factor of 𝛥 = 0 for 𝛤 = 0.

In the second run (right), we set 𝛿 = 1 because the overall area of
the XOR and the delay element roughly equal the area of the FF and
change the value of 𝜅 to the same value as 𝜆. This models the effects
of long-term static faults that affect the entire ResiliCell (logic and FFs)
at the same constant rate during both phases. It can be seen that the
reliability is now lower and (nearly) equal for all cases. This leads to the
conclusion that the negative impact of the additional logic equalizes the
gain in the reliability of the DMR implementation. Interestingly, 𝛿 = 1
roughly marks the turning point between the DMR systems improving
the reliability and the (unprotected) combinational logic worsening it.
This can be seen in Fig. 9. In the top graph, with 𝛿 = 0.5, adding
redundancy improves the reliability, while in the bottom graph with
𝛿 = 1.5, more ResiliCells with vIII only decrease it.

4. Conclusion and outlook

This paper presented an approach for implementing a highly config-
urable system that is able to dynamically adapt to internal or external
conditions as they are measured by relevant sensors. By inserting
the HFC and the ResiliCells, we enabled the system to run the four
cores either independently in high-performance mode, exclusively for
destressing/power reduction, or in different NMR subsystems for fault
tolerance without interrupting the service.

To further improve the approach, we presented several possible
designs for the ResiliCell that optimize hardware overhead or add
additional fault tolerance. We developed a system reliability model
based on a Markov chain and determined an optimum of 2 master
cores. On top of this, we introduced the SIFR, a unit of measure to
state the criticality of flip-flops under a given load. Based thereupon,
we investigated the impact of selectively hardening the ResiliCells on
hardware overhead and reliability. Unfortunately, we cannot provide
clear guidelines for design decisions in this case. The results strongly
depend on the selected fault model and other requirements, such as
7

hardware overhead or power consumption. Still, for our target areas in
avionics or space, where SEUs represent a dominant fault effect, it is
preferable to implement vIII for every ResiliCell with a SIFR > 0.

For future research, some interesting points can be addressed. First
of all, our approach is very hardware-centric. Adding a software per-
spective, especially for scheduling the tasks between the masters, will
deliver interesting results. Second, we have concentrated on the cores
and mostly ignored the peripherals or the board as sources of errors.
Widening the view will add to the overall reliability of the system.
Third, the models we developed and the variables we used as a basis
should be refined to reflect reality better. We have chosen them to the
best of our knowledge, but there are still things open for discussion.
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