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Abstract—The paper proposes an automated flow for the
design and verification of fault-tolerant ASICs. This should
include the analysis of fault-sensitivity of a given circuit, the im-
plementation of fault-tolerance mechanisms and the verification
of the obtained fault-tolerance level.

I. INTRODUCTION

With decreasing feature size of transistors soft and hard
errors not only play a role in space but also in terrestrial
applications. This increases the demand for fault-tolerant (FT)
circuits. To face current challenges in VLSI design, there is a
range of additional uniform flows as for example static timing
analysis (STA), design for testability (DFT) or low-power
implementation. For fault-tolerance there is no design and
verification flow available and designs rather rely on individual
solutions.

This work aims at the investigation of a universal flow and
the respective methods for the design and verification of fault-
tolerant systems. The FT flow should have three major aspects:

1) Analysis of fault-sensitivity
2) Implementation of fault-tolerance mechanisms
3) Verification of the obtained fault-tolerance level
In the following these steps are described in more detail.

II. ANALYSIS OF FAULT-SENSITIVITY

First the design needs to be analyzed for all possible faults
and their effects on the system. This could be done on the
post-synthesis netlist by either analytic methods [1]–[3] or by
simulation [4], where the procedure is very similar to the
verification of fault-tolerance. The effect of a fault can be
investigated in two different ways. On the one hand on the
logic layer, which determines if the fault results in an error, if
that error propagates to the outputs and if the system automat-
ically returns to a correct state. This information is inherent
to the system. On the other hand there is the functional layer,
which determines up to what extent an erroneous system can
still fulfill the intended function and produce a useful output.
This information is non-inherent to the system and needs to
be specified. For this fault-tolerance constraints (FTC) are
foreseen. The result of this step is a list of all possible faults
with a rating for their logic as well as their functional effect.

III. IMPLEMENTATION OF FAULT-TOLERANCE
MECHANISMS

The following step should be the implementation of fault-
tolerance. Based on the results from the analysis and the FTC,

Table I
COST OF FAULT-TOLERANCE FOR A SPACE ETHERNET PHY

Implementation Area in mm2 Area in %

Normal 1.899 100
Fault-tolerant 3.445 181

parts of the system should be selected to insert certain mecha-
nisms of fault-tolerance. The selection of system components
to be protected should be an automated process, which aims at
a minimum of additional costs while guaranteeing the correct
operation of the system under the specified conditions. The
implementation of fault-tolerance can be done for instance by
structural redundancy, by replacing of cells with their fault-
tolerant equivalents or by adding cells [5]. The flow should
offer an open interface for the integration of additional fault-
tolerance insertion mechanisms. The result is a netlist of the
fault-tolerant system.

IV. VERIFICATION OF FAULT-TOLERANCE

Finally, it needs be to verified again that the system still
meets the previous functional and non-functional (e.g. area,
power, timing) requirements and that the required level of
fault-tolerance was reached.

The verification of fault-tolerance should be done by fault-
injection in simulation, where it should be compatible to UVM
[6] to seamlessly integrate into a modern verification process.

V. DESIGN CASE: SPACE ETHERNET PHY

The benchmark circuit for this flow is an Ethernet PHY
for space applications. Table I shows a comparison of the
area costs of the non-fault-tolerant and fault-tolerant imple-
mentation. Fault-tolerance is achieved on gate-level by using
only fault-tolerant sequential cells. This results in 181% of the
original area, which illustrates the wide space for solutions
which compromise between full and no protection, while
guaranteeing the correct system operation under the specified
conditions.

VI. CONCLUSION

This paper presents the idea of a uniform and automated
flow for the design and verification of fault-tolerant ASICs.
It should employ formal methods as well as simulation.
The goal is, outgoing from this early introductory work, the



establishment of a methodology which could be easily added
to the standard digital design flow.
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