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Abstract— The paper addresses three issues: The first one is 
vulnerabilities in IT systems, the second is significant market 
power in hardware production, and the third is sovereignty of 
nations and manufacturers regarding their IT input. The paper 
reviews some recent developments towards open verifiable 
components, such as for open processors, hardware security 
modules, operating systems, and semiconductor production 
systems. These developments provide opportunities for new 
products. Even manufacturers in non-leading countries might 
be empowered to produce hard-to-attack products. Currently 
pending IT security regulation will not achieve such a level of 
security by itself. Open and better verified, ultimately provably 
secure components will foster more sovereignty. Technical limits 
and costs of the approaches are discussed. It is concluded that 
fighting vulnerabilities and providing space for new products 
and jobs justify further privately and publicly supported 
research. 
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I. CHALLENGES 

A. Lack of Security  

Society’s dependence on information technology leads to 
heavy demands on this technology's secure and robust 
operation. Contemporary IT systems do not fully meet these 
requirements. As a result, infrastructure may fail, company 
secrets may be stolen, cars may be remotely controlled by 
attackers, financial losses may be caused, and political 
institutions may be spied on (note: this subsection is partially 
based on [1]). 

Design flaws, and vulnerabilities in hardware and software 
implementation are drivers of the aforementioned attacks. 
They may result from flaws in the application software, such 
as the Log4j vulnerability, or a lack of suitable security update 
procedures in IoT-devices (e.g., Mirai; cf. [2]). Frequent 
causes are weaknesses in operating systems, such as the 
Heartbleed OpenSSL bug, and the flaws exploited by the 
WannaCry ransomware – in the latter case the weaknesses 
were actually known to intelligence agencies, who kept them 
to themselves, knowingly exposing critical systems. 
Mainstream operating systems fail to reliably isolate non-
trustworthy code, as demonstrated by attacks on security 
company RSA [3], and more recently on Continental [4]. 

New types of attacks arise from hardware Trojans [5], 
whose existence has already been suspected in electronic 
semiconductor devices, e.g., FPGA chips and military radar 
systems in Syria [6, 7, 8], and are examples of attacks on IT 
supply chains [9, 10]. 

Edward Snowden revealed that thousands of computers 
were compromised by the U.S. National Security Agency, 
including machines from HP, Dell, and Cisco, and even telcos 
and security companies, such as Belgacom and Gemalto were 
hacked [11, 12, 13]. Ever since these disclosures it must be 

assumed that national intelligence services are deliberately 
creating or hoarding vulnerabilities. Moreover, they may 
insert back doors in cryptographic implementations [14]. This 
does not only apply to U.S. intelligence services; Russia is also 
highly active in cyberspace as is China and others. More than 
two decades ago, officers of the Chinese People's Liberation 
Army proposed implementing “logic bombs” for computer 
networks ([15], cf. zero-days used with Aurora [16]). Such 
backdoors, when kept secret for strategic purposes, can be 
exploited by criminals, as the WannaCry example has 
demonstrated. 

New vulnerabilities are discovered almost daily, ranging 
from programming errors to exploitation of side effects of 
speculative program execution in hardware (the Spectre and 
Meltdown exploits). Furthermore, development tools may 
contain Trojans that inject vulnerabilities [17]. The production 
of most computer components is currently conducted in a 
complex worldwide division of labor, which eases injection of 
Trojans. In general, hardware and software implementations 
are too complex to analyze even for large industrial customers, 
resulting in a huge attack surface. 

Despite much research, practical computer security has not 
significantly improved in recent years, as indicated by the 
statistics of known computer vulnerabilities and exposures, 
which topped 25,000 in 2022 [18]. Google alone puts out 
hundreds of security updates every week [19].  

Why is IT security in such a precarious state? One reason 
is that security has a social as well as a technical dimension. 
Security is a process [20], and without involvement of the user 
no system can be secure. However, even technical security is 
a hard problem. Firstly, absolute security is not achievable, it 
can only be analyzed with respect to assumed capabilities of a 
potential attacker, the threat model; this may be incomplete. 
Secondly, security is not what is called compositional; if we 
combine two secure systems, the resulting system may be 
insecure. This means that it is not sufficient to establish 
security of every part, we have to analyze the whole system. 
But even security analysis of components is not possible if 
their implementation details are inaccessible, so open 
development and open-source help to increase technical 
security.  

B. Supply-Chain Security 

Threats to supply chains have recently received mainstream 
attention, for instance disruptions due to the COVID-19 
pandemic, and export regulations blocking the export of 
ASML machines or the import of Huawei devices. Political 
tensions affecting countries with large production capabilities, 
such as Taiwan, create further threats. Supply chains 
consisting of single providers of closed components thus do 
not provide sovereignty over system designs. The problems 
result in encouragement of local production, which reduces 
economies of scale.   

C. Innovation and competency 

The third threat arises from market concentration in IT 
production. While efficient markets reward superior 
competitors with increased market share, we now have 
oligopolies or even near-monopolies with Google, Apple etc. 
or the Big Three in EDA (Cadence, Synopsys, 
Mentor/Siemens). As a result, countries outside the oligopoly 
will strive to regain transparency of what they purchase and 
rebuild competency to compete. Countries/regions suffering 
from oligopolistic pricing (e.g., Europe in mobile 
communications [21]) could try to counter-act. Other players, 
e.g., India and China, simply want a share of the value and 



3 
 

jobs, so are developing competency in hard- and software 
design, in particular ASICs. The Indian government, for 
example, has launched the Digital India RISC-V (DIR-V) 
program for the development of next generation RISC-V 
based silicon. 

II. POTENTIAL SOLUTIONS 

Markets and public policies have failed to solve security 
threats. The European Commission, based on a study by 
Bitcom [22], estimates that EU-wide damages resulting from 
security violations amount to at least €180 billion annually 
[23].  

As there are no easy solutions, we need to examine 
approaches aimed at limiting damage and improving security 
in the long term. Given the market failure, they must include 
policy actions. Examples of current proposals are: 

1. Legislation, as in Singapore [24], in Europe with the 
draft Cyber Resilience Act [25] and the draft Product 
Liability Directive [26] or in the U.S. the National 
Cybersecurity Strategy [27].  

2. Suitable publicly funded research, e.g., as with the 
U.S. Open Technology Fund [28]. 

3. Public support of openness and security education. 

4. Increasing requirements on software and hardware 
security in government procurement [29, 30]. 

Technical steps, whether taken voluntarily or required by 
regulation, include: 

1. Openness as a prerequisite to check the security of a 
component, as explained above. 

2. Verification of components, e.g., better scrutiny [31], 
use of automatic static and dynamic program analysis 
[32], or formal proofs of correctness (as done by 
Intel, Airbus, Microsoft etc. [30, 1]. 

We examine these steps in the rest of this section. 

A. Free and Open Components and Tools 

After the success of open-source software ecosystems, such as 
Linux and Apache, there have been attempts to create open 
hardware designs and processes, e.g., RISC-V processors and 
open process design kits (PDKs) for ASIC production. Some 
of these developments have been supported by DARPA. 

One more example is the CHIPS Alliance, an open and 
collaborative environment hosted by the Linux Foundation. It 
comprises several working groups and is supported by major 
industry and academic partners (e.g., Google, Intel, Microsoft, 
Alibaba, etc.). The Alliance promotes the development, 
adoption, and standardization of open-source hardware 
ecosystems. 

Several open-source RISC-V projects for building secure 
and trustworthy systems have emerged. Sanctum is an open 
Root of Trust that offers security properties similar to Intel 
SGX. Keystone is an open framework for creating 
customizable trusted execution environments (TEEs) on 
RISC-V; other examples are MultiZone, SiFive's 
WorldGuard, and the academic TIMBER-V and HECTOR-V 
[33]. 

It is interesting to see that Google is developing a large, 
secured chain of free and open components, with the potential 
to achieve a high level of process control, security and cost 
savings. This chain consists of the following: 

 KataOS [34], an operating system for IoT systems 
based on the provably secure seL4 kernel; 

 the OpenTitan hardware root of trust system, which 
delivers hardware IP blocks focused on security, 
verification, and reuse as well as software that 
supports the development of secure hardware 
(although OpenTitan requires the use of several 
languages, making its code hard to read and reuse); 

 the Caliptra initiative aiming at designing a hardware 
security module (HSM) with an open register transfer 
level (RTL) design, in cooperation with Microsoft, 
AMD and others [35]. In early 2023, only draft 
specifications are available.   

 the Skywater fab using Openlane EDA tools to create 
open GDS II-files (graphical data system); 

 the LibreSilicon initiative to produce a cell generator, 
in co-operation with Google [36]. 

The latter would increase competition with the current EDA-
oligopoly, and ultimately ease changing fabs when using the 
same mask set. It would also ease later analysis of produced 
silicon because cell identification will become easier. It would 
thus improve approaches as developed by degate.org for 
reverse-engineering of chips, using microscopes. 

Also noteworthy is YosysHQ, a company that develops an 
open-source EDA ecosystem which includes the Yosys 
synthesis tool, nextpnr place and route tool, SymbiYosys 
formal verification flow, riscv-formal framework, etc. 

There are more initiatives elsewhere. Some with 
involvement from our partners include: 

 Devices running seL4 operating system kernel are in 
use in multiple defence forces and apparently planned 
to be used with Boeing Chinooks, too (Collins 
Aerospace, cf. [37, 38]).  

 In the automotive sector, Horizon Robotics and 
Xcalibyte explore the use of seL4 [39]. 

 More open PDKs are emerging, as from Global 
Foundries and IHP (Germany) [40]. 

 The functional correctness of the award-winning 
VexRiscv RV32I [41, 42] processor design is currently 
being formally verified within the German HEP project 
(Hardening the value chain through open-source EDA 
tools and Processors; cf. http://hep-alliance.org/ and 
[43, 44]). 

 An open tool for masking AES-keys against side-
channel attacks has been produced by partners of 
project HEP. With suitable tools, e.g., with a 
modification of SpinalHDL providing annotations, it 
can be checked that synthesis will not eliminate 
masking [45]. It is planned to formally verify the 
correctness of the masking scheme. Github addresses 
of the results of project HEP will be made available at 
http://hep-alliance.org/. 

 The RISC-V design CV32E40S from the Open 
Hardware Group enables complete PMP and IOPMP 
(physical memory protection) support, along with 
more advanced security features (such as sensitive 
CSR register protection).  

 MiG-V is HENSOLDT Cyber’s logic-encrypted 
processor targeting high-security applications. It is 
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based on a CVA6 RISC-V (previously called Ariane) 
implementation enhanced in performance and security 
and logically locked against supply chain attacks. 

 TIMBER-V is an academic TEE that enhances RISC-
V with tagged memory concept for isolated execution 
of multiple enclaves on embedded platforms. 

 In project “Progenitor”, a demonstrator of an open 
VPN-router is being developed, using open tools and 
components such as VexRiscv, WireGuard and KiCad 
[46]. 

B. Verification and Formal Proof 

Verification is the process of showing that an implementation 
(hardware or software) satisfies its requirements. It can be in 
the form of code review, testing, static code analysis, model-
checking or formal (mathematical) proof.  

 Of these, a formal proof offers the best guarantee of 
correctness, and in extensio security, but requires most effort. 
For realistic systems, complete formal proof of the full system 
is still out of reach, but formally proved components, such as 
RISC-V cores [47, 48] or operating system kernels (e.g., seL4) 
are feasible, publicly available, and offer a substantial increase 
in confidence.  

 For example, an operating system with a formally proved 
compartmentalization property provides a significant increase 
in security, as attacks against one compartment will not affect 
others, and hence not compromise the overall security. Of 
course, this does nothing to secure the software running inside 
the compartment (e.g., an email client, browser or an insecure 
operating system), and the system is still susceptible to 
hardware-based attacks such as transient execution attacks or 
Trojans. Note also that formal proof generally requires access 
to the source code.  

 However, even if complete formal proof is not possible 
due to the high effort involved, other methods of verification 
can be applied, such as abstract interpretation analyses [49]. 
These can detect run-time errors automatically by executing 
the source code after abstracting away the code’s data and 
control flow.  

 At the CRE workshop in 2018 we suggested, regarding the 
production of open components: “When producing new 
components… reserve a sufficient share of resources for two 
or even three teams independently conducting validations.” 
([29], cf. [50]). While similar efforts are meanwhile happening 
[28], attackers may still place Trojans or find vulnerabilities, 
so the objective of formally proving components will remain 
on the agenda.  

In an effort to strengthen Germany's digital sovereignty, 
the German Cyber Agency ("Agentur für Innovation in der 
Cybersicherheit") conducted studies on the ecosystems of 
trustworthy IT. By applying formal verification methods for 
software, hardware, and supply chains, and by creating a 
cross-sector community for their use, these studies should 
provide a basis to further research and development of safety-
critical systems that must be formally analyzed and verified. 

C. Dynamics of Change  

What are some key causes why all these open and more secure 
things took place? 

 (1) Open-source development has frequently been driven 
by highly trained enthusiasts, professionals, and students. (2) 
It can reduce efforts for individual participants by sharing 
development costs ([51], cf. [52]). (3) Support by government 

organizations was crucial to the development of some core 
components, such as RISC-V and seL4, e.g., by DARPA and 
Australia’s NICTA. (4) The open-source space is less 
dominated by U.S. players than that of proprietary solutions, 
see Yosys and RISC-V processors such ETH’s Ariane, 
Alibaba’s C910 or VexRiscv.  

 Such factors could influence the creation of even more 
open and secure components, contributing to more 
sovereignty for less powerful players. Free-loading of some 
existing components, such as RISC-V designs, is 
understandable, but will not contribute significantly to more 
security or innovation. 

III. CHALLENGES AND OPTIONS 

A. Physics of Hardware 

A secure software stack does not help if compromised 
hardware allows bypassing its protections. However, creating 
trustworthy hardware is a formidable challenge. Firstly, 
formal verification of hardware designs is similarly hard as 
software designs. Secondly, the tools that convert the design 
into a mask for chip production are confidential and may 
contain Trojan horses, and insiders may manipulate designs. 
For ASICs, to our knowledge, no open tools for formally 
verifying the correctness of GDS or mask data exist. Thirdly, 
correct (digital) functionality of hardware is based on several 
levels of abstractions on top of analog features, which can hide 
Trojans. Furthermore, these abstractions may be leaky, 
enabling attacks such as Rowhammer, Spectre, Meltdown, and 
Hertzbleed as discussed above [5, 53, 54, 55]. Competing tools 
or open tools and fabs could provide choice to industrial 
customers to vary processes and fabs, as long as both are not 
formally provable. While on one hand this gives attackers 
more targets, it makes it harder for them to target specific 
products. Prices might increase, but removing the EDA 
oligopoly could counterbalance this. 

Another issue is the economics of advanced silicon 
technologies (e.g., with extreme ultraviolet lithography as 
used by ASML and TSCM, cf. [56]. While shrinking feature 
sizes and increased energy efficiency are a result of 
competition, the increasing cost of fabs able to produce them 
increase the barrier for new competitors or nation states trying 
to produce competitive products. However, feature sizes of 16 
to 45 nm are still profitable for IoT devices, automobiles etc. 
[57]. There might be market niches even for 130nm 
technologies for transparent, verifiable ASICs. Large 
structures would enable a maker scene to develop innovative 
products that become economical over time. This may sound 
overly optimistic, but remember that originally other 
inventions were also thought to be non-competitive or 
insignificant, such as the personal computer, Linux, or 
Internet-enabled mobile phones. A challenge is to use the 
verification approach for smaller, more energy-efficient and 
cheaper technologies. To investigate (“degate”) smaller cells 
with microscopes might work for smaller structures as well. 
The reason for this is that the cells are much larger than the 
structures, so the former can be identified. Such optical 
inspection may not be effective if an attacker invents 
something new. Imagine dopant-level Trojans not being 
conceived yet [58]. Other means to protect chips designs 
obfuscate these or prove their correct working [59, 60], but a 
fab could try to hide small Trojans somewhere around such a 
protected design, which may or may not be identifiable with a 
microscope. Therefore, a comprehensive control of the 
delivered chip would help, if needed on the legal level. 
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Inherent randomness of low-level hardware 
characteristics, while making analysis more difficult, enables 
new security features, e.g., unique chip identity (physically 
unclonable functions; cf. ISO/IEC 20897 [61]). Such features 
can protect against physical attacks (the unclonability property 
implies that the chip key is sensitive to invasive probing) and 
against malware (the key cannot be modified as it is a physical 
property of the chip). 

B. Public Policies such as Legislation  

Legislation is being implemented to reduce the societal costs 
of attacks. While it may be optimistic to expect a 33 percent 
reduction due to certification according to the pending 
European Computer Resilience Act [23], compared to a 
situation without it, this would be only a little more than the 
growth of vulnerabilities of up to 20 percent p.a. [18], and 
leave a large fraction unaddressed. It will therefore not stop 
criminals from finding new vulnerabilities, nor prevent nation 
states from injecting Trojans. The European Commission 
appears to be aware of this, see Fig. 1.  

 

Fig. 1. : The EU draft Cyber Resilience Act, as visualized by an EU 
Commission representative in a presentation [63]. According to the speaker, 
the objective of the regulation is to reduce the number of security holes. 

To quote the Prime Minister of Estonia [62]: 

Question by Alexander Martin, The Record: Do you think that 
cyber-attacks will lessen, with increased resilience? Answer 
by Kaja Kallas: I don’t think they will. They have been 
increasing because this is the way where you can hurt the 
society. 

Therefore, legislation may need to be sharpened, by, e.g.: 

 Require addressing entire value chains, for example, 
for critical infrastructures or armed forces, in order to 
have more resilient products permanently available, 
and “entire value chain” includes any sort of tools 
(for building hard- and software), fabs, knowledge of 
semiconductor physics, etc., with explicit 
containment of scope for attacks by nation states.  

 Improve dealing with untrustworthy code (e.g., make 
it mandatory to run only in separate compartments, 
possibly with a common user interface). 

 Require openness of designs. If certification is 
required, as planned in the EU, there are concerns 
among open-source proponents that the increased 
compliance burden may have the unintended effect 
of discouraging open-source development [25, 64, 
65, 66]. It has been suggested to allow open-source 
components to be certified by peers (cf. [67]); peers 
might be able to judge formal proofs. In contrast, the 
U.S. National Cybersecurity Strategy [27] aims at 
limiting liability for programmers, while providing 

support for improving the security of hundreds of 
open components [28]. 

 Support of validation of code by independent groups. 

 Support of formal proofs or other improved forms of 
verification, for selected components and for entire 
value chains. This would foster IT components that 
are secure in a strong sense, instead of traditional, 
reactive approaches to “IT security”. 

 Increase liability for components, including for 
unknown vulnerabilities and Trojans. This would go 
further than the emerging EU draft liability directive. 
While it will be difficult and costly to implement, and 
take time, it would contribute to achieving more 
secure IT. 

Several countries or regions could implement complete 
verified, relatively vulnerability-free value chain components 
including trustworthy fabs; to finance this: 

 Nations could create a suitable steering group to 
develop schemes for cost-sharing. 

 The use of certification procedures should be 
coordinated. If, e.g., Common Criteria evalutions are 
to be applied, Protection Profiles [68] should be 
applicable across borders. More simple forms might 
be more efficient, such as from ISO 27,000 or 
CENELEC EN 17640 FiT CEM [69].  

C. Securing Value Chains without Government Intervention 

Industry may move by its own motivations, as with RISC-V, 
Caliptra and the projects supported by Google and others; this 
could be the beginning of a new trend. Especially for defense 
and critical infrastructure, open implementations and stronger 
verification are advantageous. Following initiatives by 
DARPA and Google, the emergence of thoroughly verified, 
free-to-use open hard- and software components is 
conceivable. Realizing this vision will require other nations 
and companies to participate by contributing designs and 
verified components. Open specifications will help by 
reducing dependency on individual suppliers. Attractive next 
steps, could be: 

 Open HSMs, complying with an open specification, 
including specific random-number generator, core 
algorithms, methods for tamper resistance, open 
RTL- or GDS II-files, open non-volatile memory, 
etc. 

 Cell libraries for feature sizes smaller than 
180/130nm that can be handled by multiple fabs. 

 Open process flows for mask generation. A tape-out-
ready GDS layout file requires significant processing 
to obtain single-layer GDS files that can be handed 
to the mask shop, especially for multi-project wafer 
(MPW) runs. While these processes are mostly 
automated or at least semi-automated, and open-
source tools like Klayout can go a long way, they are 
not yet powerful enough for a complete mask 
generation process. Furthermore, the fab-specific 
mask generation scripts as well as optical proximity 
correction (OPC) rules are mostly proprietary and 
confidential. 

 A complete, formally verified operating system. 

 Automatic generation of proofs for operating system 
components. 
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 Redesign office suites to force unknown code to run 
in a confined environment, analyzable by 
administrators [70, 71]. 

Applying such steps to entire value chains, one by one, would 
foster security and sovereignty, and could be performed with 
global distribution of work and costs. It would increase related 
education and encourage innovation. 

IV. CONCLUSIONS 

Certification is a hotly discussed topic. While more 
widespread use may mitigate some security problems, on its 
own it will not solve the security problem. The massive 
economic and strategic interests of advanced persistent treats 
(organized crime and state actors) imply that large resources 
will continue to be committed to finding and exploiting 
vulnerabilities. As only formal verification of components has 
a chance to categorically rule out vulnerabilities, 
comprehensive verification must remain a priority, across 
research, education, regulation, and procurement. 

However, attackers may then aim at attacking steps of the 
value chain which cannot be formally verified, such as parts 
of chips outside the protected part, imagine dopant-level 
Trojans had not yet been thought of. The verification process 
might be attacked, too, think of compromising the tools used 
for it through a malicious update or of bribing the verifiers. 
Crypto algorithms could be compromised [14]. So, we cannot 
promise 100 percent security. But we outlined a path which 
has the potential to reduce attacks by orders of magnitudes.  

At the same time, the path, due to the transparency, would 
allow for the participation of many more designers, companies 
and countries than a market migrating towards oligopolies. 

Towards that vision remain some important steps: 
Independent validation of security remains important for 
components or products that have not been formally verified. 

Open-source is an important enabler for independent 
validation, and can help to share verification cost; it is 
important that emerging regulation does not undermine open-
source development. Legislation in regions important for open 
source developments, such as the US and the EU, should treat 
them with essentially the same rules. Reducing the cost of 
certification regimes is of critical importance, options include 
certification by peers and streamlining certification of 
formally proved components. 

Finally, it is important to broaden understanding of 
verification and security challenges at the hardware (down to 
semiconductor physics) as well as the software level, among 
experts, university students and the interested, and concerned  
public. 
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